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Abstract

In speech enhancement applications microphone array postfilteing allows additional reduction of noise

components at a beamformer output. Among microphone array structures the recently proposed General

Transfer function Generalized Sidelobe Canceller (TF–GSC) has shown impressive noise reduction abilities

in a directional noise field, while still maintaining low speech distortion. However, in a diffused noise field

less significant noise reduction is obtainable. The performance is even further degraded when the noise

signal is nonstationary . In this contribution we propose three postfiltering methods for improving the

performance of microphone arrays. Two of which are based on single–channel speech enhancers and making

use of recently proposed algorithms concatenated to the beamformer output. The third is a multi–channel

speech enhancer which exploits noise–only components constructed within the TF–GSC structure. This

work concentrates on the assessment of the proposed postfiltering structures. An extensive experimental

study, which consists of both objective and subjective evaluation in various noise fields, demonstrates the

advantage of the multi–channel postfiltering compared to the single–channel techniques.
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I. Introduction

Recently, an extension to the classical Generalized Sidelobe Canceller (GSC), suggested by Grif-

fiths & Jim [1], which deals with arbitrary transfer functions (TFs), was suggested by Gannot et al.

[2], [3]. Although providing good results in the directional noise case, there is a significant degrada-

tion in the performance of the array, in nondirectional noise environments such as the diffused noise

case. Furthermore, as noise statistics might change over time (nonstationary noise framework), the

expected performance is even lower [4], [5].

The use of postfiltering is therefore called upon to improve the beamforming performance in

nondirectional and nonstationary noise environments. Postfiltering for the simple Delay and Sum

beamformer based on the Wiener filter has been suggested by Zelinski [6]. Later, postfiltering was

incorporated into the Griffiths & Jim GSC beamformer [7], [8]. The authors suggested to use two

postfilters in succession. The first is working on the fixed beamformer branch, and the second is

using the GSC output. In directional noise source and in the low frequency band of a diffused noise

field, correlation between the noise components at each sensor exists. While the first postfilter

render useless in this case, the latter suppresses the noise. The low frequency band correlation

in a diffused noise field is somewhat mitigated by using several harmonically nested subarrays in

conjunction with the Wiener postfilter [9] . This structure is thoroughly analyzed by Marro et

al. [10].

Note, that the beamformer output might be treated as a single channel containing speech signal

and contaminated by (the residual) noise signal. This observation suggests the use of state-of-the-

art single microphone speech enhancement algorithms. In [11] the use of the spectral subtraction

algorithm [12] is suggested.

In this contribution, the use of two more modern algorithms is proposed and assessed. The first

is the Mixture-Maximum (MIXMAX) algorithm [13], [14]. The second is the optimally modified log

spectral amplitude estimator (OM–LSA) [15].

A method dealing with nonstationary noise sources was first suggested by Cohen and Berdugo [16].

This postfiltering method is working in conjunction with the classical Griffiths and Jim GSC beam-

former and making use of both the beamformer output and noise reference signals resulting from
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the blocking branch, thus constituting multi-microphone postfiltering.

In this paper we extend this method and incorporate it into the TF–GSC beamformer suggested

by Gannot et al. [2]. This method is assessed in various noise fields and compared with the single

microphone postfilters.

The scenario of the problem is presented in Section II. The TF–GSC is briefly reviewed in

Section III. The proposed multi-microphone postfilter is presented in Section IV. Section V is

devoted to the assessment of the proposed method and to a comparison with the single microphone

postfilters. Some conclusions are drawn in Section VI.

II. Problem Formulation

Consider an array of sensors in a noisy and reverberant environment. The received signal is

comprised of three components. The first is a speech signal (The TF–GSC was originally suggested

for enhancing an arbitrary nonstationary signal. In this contribution we limit the discussion to

speech signals alone, as the postfiltering is relying on the specific speech characteristics). The

second is some stationary interference signal and the third is some nonstationary (transient) noise

component. Our goal is to reconstruct the speech component from the received signals. Thus, the

received signals are given by,

zm(t) = am(t) ∗ s(t) + ns
m(t) + nt

m(t) ; m = 1, . . . , M (1)

where zm(t) is the m-th sensor signal. s(t) is the desired speech source, ∗ denotes convolution

operation. ns
m(t) and nt

m(t) are the stationary and transient noise components, respectively. Note,

that both noise components might be comprised of coherent (directional) noise component and

diffused noise component. am(t) is the m-th time-varying acoustical transfer function (ATF) from

the speech source to the m-th sensor. Using short term frequency analysis and assuming time-

invariant ATFs we have in the time–frequency domain in a vector form,

Z(t, ejω) = A(ejω)S(t, ejω) + N s(t, e
jω) + N t(t, e

jω) (2)
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where

Z
T (t, ejω) =

[

Z1(t, e
jω) Z2(t, e

jω) · · · ZM (t, ejω)
]

A
T (ejω) =

[

A1(e
jω) A2(e

jω) · · · AM (ejω)
]

N
T
s (t, ejω) =

[

N s
1 (t, ejω) N s

2 (t, ejω) · · · N s
M (t, ejω)

]

N
T
t (t, ejω) =

[

N t
1(t, e

jω) N t
2(t, e

jω) · · · N t
M (t, ejω)

]

and Zm(t, ejω), S(t, ejω), N s
m(t, ejω) and N t

m(t, ejω) are the short time Fourier transforms (STFT)

of the respective signals. Am(ejω) is the frequency response of the m-th sensor ATF, assumed to

be time invariant during the analysis period.

III. Summary of the TF–GSC algorithm

An approach for signal enhancement based on the desired signal nonstationarity was suggested

by Gannot et al. [2], [3]. The M microphone signals are filtered by a corresponding set of M filters,

W ∗
m(t, ejω) ; m = 1, . . . , M , and their outputs are summed to form the beamformer output:

Y (t, ejω) = W
†(t, ejω)Z(t, ejω),

where,

W
†(t, ejω) =

[

W ∗
1 (t, ejω) W ∗

2 (t, ejω) · · · W ∗
M (t, ejω)

]

,

∗ denotes conjugation and † denotes conjugation transpose. W (t, ejω) is determined by minimizing

the output power subject to the constraint that the signal portion of the output is the desired signal,

S(t, ejω), up to some pre-specified filter F∗(t, ejω) (usually a simple delay). This minimization can

be efficiently implemented by constructing a GSC structure as depicted in Figure 1.

The GSC solution is comprised of three components: A fixed beamformer (FBF) implemented

by W
†
0(t, e

jω), a blocking matrix (BM) implemented by H†(ejω) that constructs the noise reference

signals (both stationary and transient components) and a multi-channel noise canceller (NC) im-

plemented by the filters G(t, ejω). The filters G(t, ejω) are adjusted to minimize the power at the
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Fig. 1. GSC solution for the general TFs case (TF–GSC).

output, Y (t, ejω), exactly as in the classical Widrow problem [17]. The filters are usually constrained

to an FIR structure for stabilizing the update algorithm. Note that, the role of minimization [by

adjusting G(t, ejω)] and constraining [by applying W 0(t, e
jω)] operations are decoupled by this

structure.

Although an exact knowledge of the ATFs A(ejω) would yield distortionless reconstruction of

the desired speech signal, it has been shown that the ATFs ratio alone, H(ejω) may be sufficient

in practice. A sub-optimal FBF block, which aligns the desired signal components but does not

eliminate the reverberation term A1(e
jω) was used. The following M × (M − 1) matrix H(ejω) can

serve as a blocking matrix,

H(ejω) =























−
A∗

2
(ejω)

A∗

1
(ejω)

−
A∗

3
(ejω)

A∗

1
(ejω)

. . . −
A∗

M
(ejω)

A∗

1
(ejω)

1 0 . . . 0

0 1 . . . 0

. . .
. . .

0 0 . . . 1























. (3)

The algorithm is summarized in Figure 2, where, the ATFs ratio vector, H(ejω), is assumed to

be known. However, in practice H(ejω) is not known and should be estimated. An estimation
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✫

✩

✪

1. TF-s ratios: H(ejω) = A(ejω)
A1(ejω)

.

2. Construct a blocking matrix, H†(ejω)A(ejω) = 0, according to (3).

3. Fixed beamformer (FBF) W 0(t, e
jω) = H(ejω)

‖H(ejω)‖2F(ejω).

FBF output: YFBF(t, ejω) = W
†
0(e

jω)Z(t, ejω).

4. Noise reference signals:

U(t, ejω) = H†(ejω)Z(t, ejω) = H†(ejω)N(t, ejω)

(or Um(ejω) = Zm(t, ejω) − Am(ejω)
A1(ejω)

Z1(t, e
jω) ; m = 2, . . . ,M).

5. Output signal: Y (t, ejω) = YFBF(t, ejω) − G
†(t, ejω)U(t, ejω).

6. Filters update. For m = 1, . . . ,M − 1:

G̃m(t + 1, ejω) = Gm(t, ejω) + µ
Um(t, ejω)Y ∗(t, ejω)

Pest(t, ejω)

Gm(t + 1, ejω)
FIR

←− G̃m(t + 1, ejω)

where, Pest(t, e
jω) = ρPest(t − 1, ejω) + (1 − ρ)

∑

m |Zm(t, ejω)|2.

7. Keep only non-aliased samples, according to the

overlap & save method [18].

Fig. 2. Summary of the TF–GSC algorithm.

method based on the desired signal nonstationarity was suggested in [19] and applied to the ATFs

ratio estimate by in [2]. This estimation method is based on two assumptions. First, it is assumed

that the ATFs ratios are slowly changing in time compared to the time variations of the desired

speech signal. Second, it is assumed that no transient noise component is active during the analysis

interval, i.e. the noise statistics is assumed to be fixed. These assumptions are exploited for deriving

a set of equations for the same unknown ATFs ratio. The analysis interval is split into frames,

such that the desired signal may be considered stationary during each frame (quasi-stationarity

assumption for speech signals), while Hm(ejω) is still considered fixed during the entire analysis

interval. Define, Φ
(k)
zizj (e

jω) to be the cross-PSD (power spectral density) between zi and zj (i-th
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and j-th noisy signal observations, respectively) during the k-th frame (k = 1, . . . , K). Further

define Φumz1
(ejω) to be the cross-PSD between um(t) (m-th noise reference signal) and z1(t).

Let Φ̂
(k)
zizj (e

jω) and Φ̂
(k)
umz1

(ejω) represent the corresponding estimates. An unbiased estimate for

Hm(ejω) (and for the nuisance parameter Φumz1
(ejω)) is obtained by applying least squares fit to

the following set of over–determined equations
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ε
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m (ejω)

ε
(2)
m (ejω)

...

ε
(K)
m (ejω)

















(4)

where, a separate set of equations is used for each microphone signal (m = 2, . . . , M) and frequency

index (ejω). K is the number of frames within the analysis interval.

IV. Multi-Microphone Postfilter

In this section, we address the problem of estimating the noise PSD at the beamformer output,

and present the multi-microphone postfiltering technique. Fig. 3 describes the block diagram of

the proposed postfiltering approach. Desired speech components are detected at the beamformer

output, and an estimate q̂(t, ejω) for the a priori speech absence probability is produced. Based on a

Gaussian statistical model [20], and a decision-directed estimator for the a priori SNR under signal

presence uncertainty [15], we derive an estimator p(t, ejω) for the speech presence probability. This

estimator controls the components that are introduced as noise into the PSD estimator. Finally,

spectral enhancement of the beamformer output is achieved by applying an OM-LSA gain function,

which minimizes the mean-square error of the log-spectra [15].

Let S be a smoothing operator in the power spectral domain, defined by

SY (t, ejω) = αs · SY (t − 1, ejω) + (1 − αs)
Ω

∑

ω′=−Ω

b(ejω′

)|Y (t, ej(ω−ω′))|2 (5)

where αs (0 ≤ αs ≤ 1) is a forgetting factor for the smoothing in time, and b is a normalized

window function (
∑Ω

ω=−Ω b(ejω′

) = 1) that determines the order of smoothing in frequency (2Ω
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is the frequency bandwidth). Let M denote a Minima Controlled Recursive Averaging (MCRA)

estimator for the PSD of the background pseudo-stationary noise [21], [22]. Then, we define a

transient beam-to-reference ratio (TBRR) [16] by

ψ(t, ejω) =
max

{

SY (t, ejω) −MY (t, ejω), 0
}

max
{

{SUm(t, ejω) −MUm(t, ejω)}M
m=2 , εMY (t, ejω)

} (6)

where ε is a constant (typically ε = 0.01), preventing the denominator from decreasing to zero in

the absence of a transient power at the reference signals. This gives a ratio between the transient

power at the beamformer output and the transient power at the reference signals, which indicates

whether a transient component is more likely derived from speech or from environmental noise.

Assuming that the steering error of the beamformer is relatively low, and that the interfering noise

is uncorrelated with the desired speech, the TBRR is generally higher if transients are related to

desired sources [23]. For desired source components, the transient power of the beamformer output

is significantly larger than that of the reference signals. Hence, the nominator in (6) is much

larger than the denominator. On the other hand, for interfering transients, the TBRR is smaller

than 1, since the transient power of at least one of the reference signals is larger than that of the

beamformer output. By modifying the speech presence probability based on the TBRR, we can

generate a double mechanism for nonstationary noise reduction: First, through a fast update of the

noise estimate (an increase in the noise estimate essentially results in lower spectral gain). Second,

through the spectral gain computation (the spectral gain is exponentially modified by the speech

presence probability [15]).

Let γs(t, e
jω) , |Y (t, ejω)|2/MY (t, ejω) denote a posteriori SNR at the beamformer output with

respect to the pseudo-stationary noise. Then, the likelihood of speech presence is high only if both

γs(t, e
jω) and ψ(t, ejω) are large. A large value of γs(t, e

jω) implies that the beamformer output

contains a transient, while the TBRR indicates whether such a transient is desired or interfering.

Therefore,

q̂(t, ejω) =











1, if γs(t, e
jω) ≤ γlow or ψ(t, ejω) ≤ ψlow

max
{

γhigh−γs(t,ejω)
γhigh−γlow

,
ψhigh−ψ(t,ejω)

ψhigh−ψlow
, 0

}

, otherwise,

(7)
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can be used as a heuristic expression for estimating the a priori speech absence probability. It

assumes that speech is surely absent if either γs(t, e
jω) ≤ γlow or ψ(t, ejω) ≤ ψlow. Speech presence

is assumed if γs(t, e
jω) ≥ γhigh and ψ(t, ejω) ≥ ψhigh. The constants ψlow and ψhigh represent

the uncertainty in ψ(t, ejω) during speech activity, and γlow and γhigh represent the uncertainty

associated with γs(t, e
jω). In the regions γs ∈ [γlow, γhigh] and ψ ∈ [ψlow, ψhigh] we assume that

q̂(t, ejω) is a smooth bilinear function of γs(t, e
jω) and ψ(t, ejω).

Based on a Gaussian statistical model [20], the speech presence probability is given by

p(t, ejω) =

{

1 +
q(t, ejω)

1 − q(t, ejω)
(1 + ξ(t, ejω)) exp(−υ(t, ejω))

}−1

(8)

where ξ(t, ejω) , E
{

|S(t, ejω)|2
}

/λ(t, ejω) is the a priori SNR, λ(t, ejω) is the noise PSD at

the beamformer output (including the stationary as well as the nonstationary noise components),

υ(t, ejω) , γ(t, ejω) ξ(t, ejω)/(1 + ξ(t, ejω)), and γ(t, ejω) ,
∣

∣Y (t, ejω)
∣

∣

2
/λ(t, ejω) is the a posteriori

total SNR. The a priori SNR is estimated using a “decision-directed” method1 [15] :

ξ̂(t, ejω) = α G2
H1

(t − 1, ejω) γ(t − 1, ejω) + (1 − α)max
{

γ(t, ejω) − 1, 0
}

(9)

where α is a weighting factor that controls the trade-off between noise reduction and signal distor-

tion, and

GH1
(t, ejω) ,

ξ(t, ejω)

1 + ξ(t, ejω)
exp

(

1

2

∫ ∞

υ(t,ejω)

e−x

x
dx

)

(10)

is the spectral gain function of the Log-Spectral Amplitude (LSA) estimator when speech is surely

present [24].

The noise estimate at the beamformer output is obtained by recursively averaging past spectral

power values of the noisy measurement. The speech presence probability controls the rate of the

recursive averaging. Specifically, the noise PSD estimate is given by

λ̂(t + 1, ejω) = α̃λ(t, ejω)λ̂(t, ejω) + β · [1 − α̃λ(t, ejω)]|Y (t, ejω)|2 (11)

1This is a modified version of the “decision-directed” estimator of Ephraim and Malah [20].
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where α̃λ(t, ejω) is a time-varying frequency-dependent smoothing parameter, and β is a factor that

compensates the bias when speech is absent [21]. The smoothing parameter is determined by the

speech presence probability p(t, ejω), and a constant αλ (0 < αλ < 1) that represents its minimal

value:

α̃λ(t, ejω) , αλ + (1 − αλ) p(t, ejω) . (12)

When speech is present, α̃λ(t, ejω) is close to 1, thus preventing the noise estimate from increasing

as a result of speech components. In case of speech absence and stationary background noise or

interfering transients, the TBRR as defined in 6 is relatively small (compared to ψlow). Accordingly,

the a priori speech absence probability (7) increases to 1, and the speech presence probability (8)

decreases to 0. As the probability of speech presence decreases, the smoothing parameter gets

smaller, facilitating a faster update of the noise estimate. In particular, the noise estimate in

Eq. (11) is able to manage transient as well as stationary noise components. It differentiates

between transient interferences and desired speech components by using the power ratio between

the beamformer output and the reference signals.

An estimate for the clean signal STFT is finally given by

Ŝ(t, ejω) = G(t, ejω)Y (t, ejω) , (13)

where

G(t, ejω) =
{

GH1
(t, ejω)

}p(t,ejω)
· G

1−p(t,ejω)
min (14)

is the OM-LSA gain function and Gmin denotes a lower bound constraint for the gain when speech

is absent. The implementation of the multi-channel postfiltering algorithm is summarized in Fig. 4.

Typical values of the respective parameters, for a sampling rate of 8 kHz, are given in Table II.

V. Experimental Study

In this section we apply the proposed postfiltering algorithms to the speech enhancement problem

and evaluate their performance. We assess the algorithms’ performance both in a conference room

scenario and in a car environment and compare the simpler single microphone postfilters (MIXMAX

and OM–LSA) with the more complex Multi–Microphone algorithm.
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Fig. 3. Block diagram of the multi-microphone postfiltering.✬

✫

✩

✪

Initialize variables at the first frame (t = 0) for all frequency bins ω:

SY (0, ejω) = MY (0, ejω) = λ̂(0, ejω) = |Y (0, ejω)|2

GH1(0, ejω)1; γ(0, ejω) = 1.

For all frames t > 0

For all frequency bins ω

Compute the recursively averaged spectrum of the beamformer output

SY (t, ejω) using Eq. (5), and update the MCRA estimate of the background

pseudo-stationary noise MY (t, ejω) using [21].

Compute the transient beam-to-reference ratio ψ(t, ejω) using Eq. (6), and

compute the a priori speech absence probability q̂(t, ejω) using Eq. (7).

Compute the a priori SNR ξ̂(t, ejω) using Eq. (9), the conditional gain

GH1(t, e
jω) using Eq. (10), and the speech presence probability p(t, ejω) us-

ing Eq. (8).

Compute the time-varying frequency-dependent smoothing parameter

α̃λ(t, ejω) using Eq. (12), and update the noise spectrum estimate λ̂(t+1, ejω)

using Eq. (11).

Compute an estimate for the clean signal Ŝ(t, ejω) using Eqs. (13) and (14).

Fig. 4. The multi-microphone postfiltering algorithm.
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A. Test scenario

For the conference room the scenario shown in Figure 5 was studied. The enclosure is a conference
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Fig. 5. Test scenario: An array of four microphones in a noisy conference room (left). Impulse response

from speech source to microphone #1 (right).

room with dimensions 5m × 4m × 2.8m. A linear array was placed on a table at the center of the

room. Two loudspeakers were used. One for the speech source and the other for the noise source.

Their locations and the locations of the four microphones are depicted in the left-hand side of

Figure 5. The impulse response from the speech source to the first microphone is depicted in the

righthand side of the figure. This response was obtained using a least squares fit between the input

signal source and the received microphone signal (the response includes the loudspeaker). We note

that in all our experiments we used the actual recordings and did not use the estimated impulse

responses.

The speech source was comprised of four TIMIT sentences with various gain levels, as depicted

in the lefthand side of Figure 6. The microphone signals’ input were generated by mixing speech

and noise components, that were created separately, at various SNR levels. We considered three

noise sources. The first was a point noise source. The second was a diffused noise source and the

third was a nonstationary diffused noise source. In order to generate the point noise source, we

transmitted an actual recording of fan noise (low–pass PSD) through a loudspeaker. The diffused

noise source was generated by simulating an omni–directional emittance of a flat PSD bandpass

filtered noise signal based on Dal–Degan and Prati [25] method. The third was the same diffused
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Fig. 6. Clean speech signals. 4 TIMIT sentences in conference (left) and 10 English digits in car (right).

noise source but with alternating amplitude to demonstrate the ability of the algorithm to cope

with transients in the noise signals.

The car scenario was tested by actual (separate) recordings of a speech signal comprised of the

ten English digits, as depicted in the righthand side of Figure 6, and the car noise signal. The

windows of the car were slightly open. Transient noise is received as a result of passing cars and

wind blows. The stationary component of the noise results from the constant hum of the road.

Four microphones were mounted onto the visor. The microphone signals were generated by mixing

the speech and noise signals with various SNR levels.

B. Algorithms’ parameters

The sampling rate for the entire system was 8kHz. In the TF–GSC algorithm the following

parameters were used. The blocking filters Hm(ejω) were modelled by noncausal FIR-s with 180

coefficients in the interval [−90, 89]. The cancelling filters Gm(ejω) were modelled by noncausal

FIR-s with 250 coefficients in the interval [−125, 124]. In order to implement the overlap & save

procedure, segments with 512 samples were used. For the conference room environment, the system

identification procedure utilized 13 segments, 1000-samples long each. For the car environment 8

segments, 500 segments long, was proven to be sufficient. We note that system identification was

applied only during active speech periods, while the noise maintains stationary characteristics.

However an accurate VAD is not necessary for this purpose.

Three types of postfiltering procedures were applied, namely, MIXMAX, OM–LSA and the Multi-
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TABLE I

Values of Parameters Used in the OM-LSA Algorithm For the Estimation of the A Priori

Speech Absence Probability.

β = 0.7 ζmin = −10dB ζp min = 0dB

wlocal = 1 ζmax = −5dB ζp max = 10dB

wglobal = 15 qmax = 0.95 hλ: Hanning windows

Microphone.

For the MIXMAX algorithm [13], [14] the frame length was set to L = 256 (with 50% overlap-

ping), which corresponds to K = 129 relevant frequency bins. Threshold levels for limiting the

noise canceller gain were set to δk = 0.35 for 0 ≤ k ≤ 36, and δk = 0.18 for 37 ≤ k ≤ 128.

For the OM-LSA algorithm the STFT is implemented with Hamming windows of 256 samples

length (32 ms) and 64 samples frame update step (75% overlapping frames). The a priori SNR

is estimated using the modified decision-directed approach with α = 0.92. The spectral gain is

restricted to a minimum of −20 dB, and the noise PSD is estimated using the improved MCRA

technique [21]. Values of parameters used for the estimation of the a priori speech absence proba-

bility are summarized in Table I (the estimator and its parameters are described in [15]).

The Multi-Microphone postfilter parameters are shown in Table II.

TABLE II

Values of parameters used in the implementation of the proposed Multi-Microphone

postfiltering.

α = 0.92 αs = 0.9 αλ = 0.85 β = 1.47

ψlow = 1 ψhigh = 3 γlow = 1 γhigh = 4.6

b = [ 0.25 0.5 0.25 ] ǫ = 0.01 Gmin = −20 dB

C. Objective Evaluation

Three objective quality measures were used to asses the algorithms’ performance.
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The first objective quality measure is the noise level (NL) during nonactive speech periods,

defined as,

NL = Meant {10 log10(E(t), t ∈ Speech Nonactive)}

where E(t) =
∑

τ∈Tt
y2(τ), y(t) is the signal to be assessed (noisy signal or algorithm’s output) and

Tt are the time instances corresponding to segment number t. Note, that the lower the NL figures

are the better the result obtained by the respective algorithm is.

The second figure of merit is the weighted segmental SNR (W-SNR). This measure applies weights

to the segmental SNR within frequency bands. The frequency bands are spaced proportionally to

the ear’s critical bands, and the weights are constructed according to the perceptual quality of

speech.

Let, z1,s(t) = a1(t) ∗ s(t) be the speech-only part in the first microphone and y(t) the signal to

be assessed. Further define, Z1,s(t, Bk) and Y (t, Bk) to be the corresponding signals at frequency

band Bk. Now, define SNR(t, Bk) =
P

τ∈Tt
Y2(τ,Bk)P

τ∈Tt
(Y(τ,Bk)−Z1,s(τ,Bk))2

the SNR in segment number t and

frequency band Bk. W–SNR is defined as,

W–SNR = Meant

{

10 log10

(

∑

k

W(Bk)SNR(t, Bk), t ∈ Speech Active

)}

.

The frequency bands Bk and their corresponding importance weights W (Bk) are according to the

ANSI standard [26]. Studies have shown that the W-SNR measure is more closely related to a

listener’s perceived notion of quality than the classical SNR or segmental SNR.

The third objective speech quality measure which is with better correlation with mean opinion

score (MOS) is the log spectral distance (LSD) defined by,

LSD = Meant

{

√

Meanω {[20 log10 |S(t, ejω)| − 20 log10 |Y(t, ejω)|]2},

t ∈ Speech Active} .

Recall that S(t, ejω) and Y (t, ejω) are the STFT of the input and assessed signals, respectively.

Note, that a lower LSD level corresponds to better performance.
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Fig. 7. Mean Noise Level (NL) during nonactive speech periods.

The NL figure of merit is shown in Figure 7 for the four noise conditions. It is evident from

Figure 7 that the residual noise level obtains its lowest level by using the multi-microphone postfilter

for each of the noise sources. In the stationary noise cases the performance of the two single–channel

postfilters (MIXMAX and OM-LSA) is comparable although somewhat degraded related to the

multi-microphone postfilter. Thus, the advantage of using the multi-microphone postfilter instead

of the single-microphone postfilters is less significant. The TF–GSC beamformer obtains better

results in the directional noise source, and accordingly, the role of all postfilters is not as crucial as

in the diffused noise field case.

In Figure 8 results for the W–SNR are presented. Again, generally speaking, the best perfor-

mance (highest W–SNR) is obtained with the Multi-Microphone postfilter. Its importance is more

evident in the nonstationary noise cases (nonstationary diffused and car noise). In the directional

(and stationary) noise field the performance of the MIXMAX postfilter and the multi-microphone

postfilter is almost identical. However, the TF–GSC obtains quite good results without any post-
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Fig. 8. Mean weighted SNR during active speech periods.

filter. The LSD results are depicted in Figure 9. It is evident that the results manifested by the

LSD quality measure are in accordance with the previous discussion.

It is also interesting to trace the changes over time of the LSD and W–SNR figures of merits. In

Figure 10 traces for both quality measures for the car noise case is given. For convenience, the VAD

decisions are also depicted in the figure. It shows that the use of the Multi–Microphone postfilter

at the TF–GSC output improves the performance. The improvement in both quality measures is

particulary impressive during nonactive speech periods.

D. Subjective Evaluation

A useful subjective quality measure is the assessment of sonograms. Several observations can

be drawn from the sonograms. Noise signal with wide frequency content is present between t =

2.5[Sec] and t = 4[Sec] (due to a passing car). The beamformer can not cope alone with this

nonstationary noise. Although the single–microphone postfilters reduce the noise level, only the
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Fig. 9. Mean LSD during active speech periods.

0 2 4 6 8 10
−10

−5

0

5

10

15

20

25

30

Time[Sec]

L
S

D

VAD
Mic #1
GSC
Multi

0 2 4 6 8 10
−50

−40

−30

−20

−10

0

10

20

Time[Sec]

W
e

ig
h

te
d

 S
N

R
[d

B
]

VAD
Mic #1
GSC
Multi

Fig. 10. Traces of LSD and W–SNR for car noise.
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Fig. 11. Sonograms of Clean car signal (a), Noisy signal at Microphone #1 (b), TF–GSC (c), TF–

GSC+MIXMAX (d), TF–GSC+OM–LSA (e) and multi-microphone postfilter (f).
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Multi–Microphone postfilter gives satisfactory results. Wind blows (low frequency content) are

present between t = 4.2[Sec] and t = 5.5[Sec]. This disturbance is not completely eliminated by the

Multi–Microphone postfilter, but it performs better than the other algorithms. The low distortion

manifested by the algorithm is also evident from the sonograms.

Non–formal listening tests validates these conclusions. Examples of the processed speech signals

can be found at [27].

VI. Conclusions

Multi–microphone arrays are often used in speech enhancement applications. It is known that

the expected performance of these arrays is somewhat limited, especially when the noise field tends

to become more diffused. Diffused noise field is usually assumed in car compartment. Several

postfiltering methods are proposed in this work to further reduce the noise at the beamformer

output. Two of the methods use modern single–microphone speech enhancers at the output of the

TF–GSC beamformer. Namely, the previously proposed MIXMAX and OM–LSA algorithm are

used. As an alternative, a novel Multi-Microphone postfilter is incorporated into the TF–GSC.

The latter method improves the noise estimation by making use of the noise reference signals

which are constructed within the TF–GSC. All postfiltering methods are assessed by virtue of

both objective (noise reduction, weighted segmental SNR and log spectral distance) and subjective

quality measures (sonograms and listening tests) . All postfilters improve the noise reduction of the

combined system, especially in the diffused noise field. However, the Multi-Microphone postfilter

achieves the best noise reduction ability while still maintaining the low speech distortion obtained at

the TF–GSC main output. This advantage is emphasized in the nonstationary noise environment,

where the improved noise estimation can be more strongly manifested.
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