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Abstract

Thereisagrowing interest among service providersto offer new serviceswith Quality of Service (QoS) guarantiesthat are also
resilient to failures. Supporting QoS connections requires the existence of arouting mechanism, that computes the QoS paths, i.e.,
paths that satisfy QoS constraints (e.g., delay or bandwidth). Resilience to failures, on the other hand, is achieved by providing, for
each primary QoS path, a set of aternative QoS paths used upon afailure of either alink or anode. The above objectives, coupled
with the need to minimize the global use of network resources, imply that the cost of both the primary path and the restoration
topology should be amajor consideration of the routing process.

We undertake acomprehensive study of problemsrelated to finding suitable restoration topologies for QoS paths. We consider
both bottleneck QoS constraints, such as bandwidth, and additive QoS constraints, such asdelay and jitter. Thisisthefirst study to
provide arigorous solution, with proven guaranties, to the combined problem of computing QoS paths with restoration. It turns out
that the widely used approach of disjoint primary and restoration paths is not an optimal strategy. Hence, the proposed agorithms
construct a restoration topology, i.e., a set of bridges, each bridge protecting a portion of the primary QoS path. This approach
guaranties to find arestoration topology with low cost when one exists.

In addition to analysis, we test our approach also by way of simulations. The simulation results demonstrate that our proposed
approximation algorithms identify QoS restoration paths whose cost is significantly smaller than those provided by alternative
approaches.

Index Terms

Restoration, OoS routing, Approximation algorithms.

|. INTRODUCTION

There is a growing interest among service providers to offer their customers new revenue-generating
services with Quality of Service (QoS) guarantees. Thisis facilitated by current efforts to provide resource
reservations and explicit path routing, e.g., MultiProtocol Label Switching (MPLS). A key requirement for
such services is that they aso be resilient to failures. This goal can be achieved by provisioning primary
and restoration paths that satisfy the QoS constraints. The primary QoS path is used during normal network
operation; upon failure of a network element (node or link) in the primary path, the traffic is immediately
switched to a restoration path. To facilitate this seamless recovery to a restoration path in the event of a
failure, it is necessary to reserve network resources (e.g., bandwidth) on both the primary and restoration
QoS paths. Thus, since optimizing the utilization of network resources is an important requirement for
service providers, it is crucial that the cost of the computed primary and restoration QoS paths be as small
as possible, where the cost of a path is some measure related to the characteristics of its links, their degree
of utilization, etc.

QoS constraints occur naturally in a number of practical settings involving bandwidth and delay sensitive
applications such as voice over IR, audio and video conferencing, multimedia streaming etc. For instance,
voice (e.g., telephone conversations) requires a certain bandwidth allocation along the connection path (cur-
rently, around 16-64 Kbs) and the end-to-end path delay to be below a certain threshold (typically between
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100 and 300 ms). QoS constraints can be divided into bottleneck constraints, such as bandwidth and additive
constraints, such as delay or jitter.

QoS routing has been the subject of several recent studies and proposals (see, e.g., [3], [13], [19], [16] and
references therein). However, none of the prior studies on QoS routing consider the problem of provisioning
QoS paths with restoration. Similarly, path restoration and routing over alternate paths has aso attracted a
large body of research (see, e.g., [7], [8], [9], [10], [11]). Most of the proposed solutions, however, consider
only bottleneck QoS constraints. The few studies that do consider additive constraints, focus on heuristic
approaches and do not provide proven performance guarantees.

Bottleneck QoS constraints can be efficiently handled by pruning infeasible links. However, additive QoS
constraints are more difficult to handle. Indeed, the basic problem of finding an optimal path that satisfies
an additive QoS constraint is NP-hard [5]. Moreover, it turns out that, in the presence of additive QoS
constraints, the widely used approach of digoint primary and restoration paths is not an optimal strategy.
A better solution is to provide a restoration topology, i.e., a set of bridges, with each bridge protecting a
portion of the primary path. The advantage of the digoint paths strategy is its ability to switch promptly
from the primary path to the backup path in the event of a failure. While a restoration topology requires
more sophisticated switching with a proper signaling mechanism, it has severa advantages over the digoint
paths strategy. First, it provides a cheaper solution in terms of resource consumption. Second, it may find a
solution when one does not exist for the digoint paths strategy [10]. Third, a restoration topology strategy
uses fewer backup links upon a failure, which facilitates more efficient sharing of backup bandwidth [9].
Finally, the restoration topology strategy enables the network to recover from afailure by simply activating
alocal bridge, rather than switching to a completely new path.

Accordingly, this study investigatesthe problem of provisioning primary and restoration paths that satisfy
QoS constraints. Since this problem is A/P-hard, we present solutions that are guaranteed to be within a
certain factor of the optimum. The paper makes two major contributions. First, we address the issue of link
sharing by different bridges, which complicates the process of finding the set of optimal bridges, and we
prove that there is an optimal restoration topology in which each link is shared by at most two bridges, both
in directed and undirected graphs. This enables usto identify restoration topologies whose cost is at most 2
times more than the optimum. The second contribution is the novel concept of adjusted delay, which alows
us to represent the set of bridges that compose a restoration topology as a single walk! between the source
and the destination nodes. This concept makesit possible to adapt standard schemes such as Bellman-Ford's
Shortest Path algorithm [12] for identification of restoration topologies. To further illustrate the effectiveness
of our proposed sol utions, we conduct some simulation experiments. The simul ation results demonstrate that
our proposed algorithms perform well in practice, and in a number of cases, return a restoration topology
even when prior approaches fail to do so.

The remainder of the paper is organized as follows. In Section |1, we present the network model and
formulate the main problems considered in this paper. In Section 111, we discuss a fundamental property
of optimal restoration topologies, namely, the sharing of links by several bridges. In Section IV, we in-
troduce the basic concepts of adjusted delay and feasible walk. In Section V, we provide approximation
schemes for provisioning of the restoration topologies. In Section VI, we extend our results for directed
networks. Simulation results are presented and discussed in Section V1. Finally, conclusions are presented
in Section VIII.

[I. MODEL AND PROBLEM FORMULATION

In this section, we describe the network model and the two problems addressed in this paper. For sim-
plicity of exposition, we use the terms bandwidth and delay requirements in order to generically refer to
bottleneck QoS constraints and additive QoS constraints, respectively.

1N contrast to a path, awalk may include loops.



A. The Network Model

We respesent the network by an undirected graph G(V, E), where V' is the set of nodes and E is the
set of links. We denote by N and M the number of network nodes and links, respectively, i.e, N = |V|
and M = |E|. An (s,t)-walk is a finite sequence of nodes W = (s = vy, vy, -+ ,t = v,), such that, for
0<i<n-—1, (v,vi+1) € E. Here, n = |W)| isthe hop count of WW. Note that nodes and links may appear
inawalk several times. An (s, t)-path P isan (s, t)-walk whose nodes are distinct. The subwalk (subpath)
of W (P) that extends from v; to v; is denoted by Wi, v,y (P(v; ;). Let Wi bea (v, u)-walk and W, be a
(u, w)-walk; then, W; o W, denotesthe (v, w)-walk formed by the concatenation of W, and W.

Each link [ € E offers a bandwidth guarantee b, (which istypically the available bandwidth on /), and a
delay guarantee d;. The bandwidth B(W) of awalk W isidentical to the bandwidth of its worst link, i.e.,
B(W) = miniew{b}. Thedelay D(WV) of awak W isthe sum of the QoS requirements of itslinks, i.e.,
DW) = ZZEW dj.

In order to satisfy QoS constraints, certain resources such as bandwidth and buffer space must be reserved
along QoS paths. In order to optimize the global resource utilization, we need to identify QoS paths that
consume as few network resources as possible. Accordingly, we associate with each link [ a nonnegative
cost ¢;, which estimates the quality of the link in terms of resource utilization. The link cost may depend
on various factors, e.g., the link’s available bandwidth and its location. The cost C'(W) of awak W =
{vo,++ ,v,} isdefined to be the sum of the costs of itslinks, i.e, C(W) = 3270 Cluunsy)-

In order to model networks with nodes connected by asymmetric or unidirectional links, we also consider
directed network graphsin this paper (see Section VI). For instance, in such networks, for apair of connected
nodes (v;, v;), the bandwidth provisioned on the link in the direction from v; to v; may be much larger than
the alocated bandwidth in the opposite direction. In addition, the delay and cost characteristics of link
(vi, v;) may be very different from those of link (v;, v;).

B. QoS paths

A fundamental problem in QoS routing is to identify a minimum cost path between a source s and a
destination ¢ that satisfies some delay and bandwidth constraints. Bandwidth requirements can be efficiently
handled by simply pruning infeasible links from the graph, i.e., links [ whose bandwidth b, islower than the
constraint. Thus, intherest of the paper, we only consider delay requirements. Accordingly, the fundamental
problem isto find a minimum cost path that satisfies a given delay constraint. This can be formulated as the
Restricted Shortest Path problem.

Problem RSP (Restricted Shortest Path): Given a source node s, a destination node ¢ and a delay con-
straint d, find an (s, t)-path P such that

1) D(P) <d,and

2) C(P) < C(P) for every other (s, t)-path P that satisfies D(P) < d.

In general, Problem RSP isintractable, i.e., N"P-hard [5]. However, there exist pseudo-polynomial solu-
tions, which giveriseto fully polynomial approximation schemes? (FPAS), whose computational complexity
is reasonable (see [4], [6], [12]). The most efficient algorithm, presented in [12], has a computational com-
plexity of O(M H (L +loglog H)), and computes a path with delay at most d and cost at most (1 + ¢) times
the optimum. We refer to this algorithm as Algorithm RSP.

C. Bridges and a Restoration Topology

As mentioned earlier, our study focuses on provisioning QoS paths with restoration. The QoS path that is
used during normal network operation isreferred to as the primary path. Upon failure of a network element
(node or link) in the primary path, the traffic isimmediately switched to arestoration path. Thus, we require
that in addition to the primary path, the restoration paths also satisfy the delay constraint d. In this paper,

%A Fully Polynomial Approximation Scheme (FPAS) provides a solution whose cost is at most (1 + ¢) times more than the optimum with a
time complexity that is polynomial in the size of theinput and 1/e.



Fig. 1. Anexample of anetwork. The delay of all linksis 10, except for bold links whose delay is 0.

we primarily focuson link failures, but our results can be easily extended to deal with node failures by using
standard node splitting techniques (see, e.g., [17]).

A common approach for path restoration isto provision two digoint paths that satisfy the delay constraint.
However, as we illustrate below (see also [10]), in some cases, such digoint paths do not exist, although it
is possible to provision a primary path with a set of restoration paths. Consider the network depicted in
Fig. 1. Here, the delay of al linksis 10, except for the links marked by bold lines, whose delay is 1. The
only two digjoint paths between the source node s and the destination node t are Py = {s, vy, v, vs, vg, Vg, t }
and Py = {s, v9, v3, U, U7, V19, t}. FOr adelay constraint d = 20, P, and P, cannot be used as primary and
restoration paths, because D(P;) = D(P,) = 33 > 20. However, it is possible to provision a primary path
P and a set of restoration paths that satisfy the delay constraint d = 20. Specifically, we use the primary
pathP {s,v1,v9, -+ ,v10,1} and restoration paths{Pl, 736} defined asfollows. Upon failure of links
(s,01) or (v1,v5) We use restoration path Py = By o Py, ) With D(Py) = 19, while upon failure of link
(vz, v3) path P, = 73 (s,n) © Bz o 73 (va,r) With D(P,) = 18 isused. Similarly, we construct restoration paths
Ps, - -, Ps. Asdemonstrated in the example above, arestoration path comprises of portions of the primary
path and a bridge, which serves as a backup for the failed segment of the primary path. For example, in
Fig. 1, the restoration paths P; and P, include the bridges B, = {s vo} and By = {vy, v}, respectively

Definition 1 (Bridge for a link failure): Let P = {s = vg,--- ,t = v,} be a QoS path and 731, 0;) bea
subpath of P.A path B between v; € P and vj € P that has no common links with 73 (03 ,07) 1S referred toas
abridge. We say that bridge B = {v;, - - - ,v;} protectsthe subpath P, ,,) of P.

Recall that each restoration path must satisfy the delay constraint d. This impli%that the delay D(B) of
a brldge B must also be constrained. Specificaly, the delay of abridge B, = {s;,--- ,t;} must be at most
D(Ps;i) + d— D(P), where P, ) isthe subpath of P protected by B. We denote the quantlty d— D(P)
by A. Clearly, for larger values of A it is possible to find cheaper bridges B; = {s;,--- ,t;} that satisfy
D(B) < D(P(s,u)) + A.

A set of bridges that provides a restoration path for the failure of any link [ € P is referred to as a
restoration topol ogy. X A

Definition 2 (Restoration topology for link failures): Let d be a QoS congtraint and P = {s =
vy, -, v, = t} be a QoS path that satisfies d (i.e, D(P) < d). Then, a restoration topology R for
(P, d) isaset of bridges {Bi, Bs, - - - , B, } such that:

1) for each bridge B; = {s;, - ,t;}, itholdsthat D(B;) < D(P(,.y) +d — D(P), and

2) foreachlink [ € P, there existsabridge B; = {s;,--- ,t;} that “protects’ [, i.e., [ isincluded in the

subpath P, ;., of P protected by B;.

We refer to R as afeasible restoration topology, in order to emphasize that each restoration path satisfies
the delay constraint d.

Let £(R) bethe set of links that belong to bridges of R, i.e., E(R) = {l|l € B;,B; € R}. The cost of
arestoration topology is defined as the total cost of linksin E(R), i.e., C(R) = > ,c pr) @ Note that the
cost of each link is counted only once, even if it belongsto several bridges. We denote by |R| = |E(R)| the
number of linksin the restoration topology.

We seek restoration topologies that minimize the usage of network resources. Since the cost of alink is
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a measure of its desirability for routing (with lower cost links being more desirable), our goal is to find a
(feasible) restoration topology R with minimum cost C(R). We will denote by O PT' the minimum cost
of arestoration topology for (75, cZ). Note that, depending on how costs are assigned to links, our approach
enables a wide range of restoration topologies to be selected. For example, associating unit costs with all
links would translate into computing restoration topologies with a minimum number of links. Also observe
that in an optimal restoration topology, the subpaths of P protected by two bridges B; and B; are not nested,
one within the other. Thus, for any two bridges B; = {s;,--- ,t;} and B; = {s;,--- ,t;} InR, if s, precedes
51N P then ¢; also precedes t;in P, and vice versa. For clarity of presentation, we assume that the bridgesin
R are enumerated such that the source s; of bridge B; iseither identical to or a predecessor of the destination
t;_, of bridge B;,_; in P.

D. Problem Satement

We are now ready to formulate the two problems that we consider in this study. The first problem seeks
to compute a suitable restoration topology for a given QoS path.

Problem RT (Restoratl on topology for a QoS Path): Given an (s t) path P and a QoS constraint d, such
that D(P) < d, find aminimum cost restoration topology R for (P, d).

Next, we consider the problem of provisioning a QoS path with a restoration topology.

Problem P+RT (QoS Path and Restoration topology): Given a source s, a destination ¢ and a QoS con-
straint d, find an (s, ¢)-path P that satisfies D(P) < d and arestoration topology R for (P, d) such that their
total cost C(P) + C(R) isminimum.

Each of the above problems, namely RT and P+RT, includes Problem RSP as a specia case; hence, they
are both A/P-hard. Furthermore, as discussed below, in most cases we cannot provide an efficient solution
without violating the delay constraint in the restoration paths. Accordingly, we introduce the following
definition of («, 3)-approximations.

Definition 3 ((«, 3)-approximation): For constants o and /3, an («, 3)-approximate solution to, either
Problem RT or Problem P+RT isasolution, for which:

1) thecostisat most o times more than the optimum;

2) the primary path satisfies the delay constraint;

3) each restoration path violates the delay constraint by a factor of at most 3.

E. Our results

In the following table, we summarize the approximation ratios that we obtain for the above two problems.
Below, ¢ isa constant that captures the trade-off between the quality of the approximations and the running
time of the algorithms. Specifically, the time complexity of the algorithmsis proportional to % ; thus smaller
values of ¢ yield better approximate solutions at the expense of higher running times.

| Problem | Undirected | Directed |
RT (2-(1+¢),1)| (2-(14¢),2)
P+RT B-(1+¢),2) | B-(1+¢),3)

The solution of Problem P+RT is the main contribution of this paper. We emphasize that our solutions
may violate the delay constraint only for restoration paths, while the primary paths always satisfy the QoS
constraints. Therefore, such delay violations have no effect during normal network operation. Moreove,
many time-sensitive applications can tolerate short-term delay violations (until the failed link is repaired),
e.g., by way of buffering.



Fig. 2. Nodew isshared by bridges Bf = P, o P> and By = P3 o Pa.

[11. PROPERTIES OF RESTORATION TOPOLOGIES

Finding an optimal restoration topology is a complicated problem due to the fact that bridges may share
links. However, in this section we establish the existence of an optimal restoration topology in which the
number of appearances of anode or alink isbounded by 2. Thisbound isthen used to obtain an approximate
scheme within afactor of 2 - (1 + ¢) of the optimal solution.

Lemma 1: Given an undirected graph G, adelay constraint d, an (s, t)-path P, D(P) < a? and arestora-
tion topology R for (P, d), there exists a restoration topology R for (P, ci) such that C(R) < C(R), and
eachnode v € R or link [ € R isincluded in at most two brldges
Proof: Let R be arestoration topology for (P, d) such that E(R) C E(R) and |R| is minimum. We prove
that each node of R isincluded in at most two bridges. R

By way of contradiction, let {BY,B5,---,B;}, k > 3 be the set of bridges of R that contain v, sorted
according to their indexes. Since |R| is minimum, it follows that the subpaths P, ;,) and P, ;) of P
protected by bridges B} and B}, respectively, are digoint (i.e., t; isapredecessor of s in P), otherwise we
can omit from R the bridges BY, - - - , BY_,. We denote the subpaths {s,,--- ,v} and {v,--- ,;} of B by
Py and Py, respectively (see Fig. 2). The subpaths { sy, -, v} and {v,--- ,t;} of B} are denoted by P; and
P, respectively. R

The delay of each bridge B exceeds the delay of the subpath of P protected by B by at most A, i.e.:

D(P1) + D(Ps) < D(P(s, 1)) + A
D(Ps) + D(Ps) < D(Ps, 1)) + A

It iseasy to verify that one of the following two conditions must hold:

D(PY) + D(Py) < D(Byy) + A
D(Ps) + D(P,) < D(P(sk,tk)) + A

If the first condition holds, then the substitution of BY in R by P, o P; yields avalid restoration topology
with fewer linksthan in R which contradicts our assumption that | R | is minimum. Notethat this substitution
yields arestoration topology with fewer links even if P, has common linkswith P; or P,. Similarly, we can
show a contradiction if the second condition holds. R

We thus conclude that each node v € R is shared by at most two bridges. It followsthat each link [ € R
isalso shared by at most two bridges. [ |

In Section VI, we derive a similar bound of 2 on the degree of sharing for each link in a directed net-
work graph. But first, in the following two sections, we focus on devel oping approximation algorithms for
Problems RT and P+RT for the undirected graph scenario.

IVV. ADJUSTED DELAY AND FEASIBLE WALK CONCEPTS

In this section, we introduce the basic concepts of adjusted delay and feasible walk, which lay the foun-
dations for our efficient approximation algorithms for Problems RT and P+RT, presented in Section V.



A. A Smple Algorithm

In order to set the stage for the concept of adjusted delay, we first present a smple algorithm for Prob-
lem RT. The algorithm, at ahigh level, consists of the following steps. First, we compute for each node pair
(vi, vj) in P, the cheapest bridge B; ;) = {vi,--- ,v;} whose delay isat most D(P, ;) + A. For thisend
we delete al the links of the path P from G and apply Algorithm RSP [12] to the resulting graph. Next, we
construct arestoration topology by selecting a subset of bridges {B; ;) } such that each link of P is protected
and the total cost is minimum. To achieve this, we construct an auxiliary directed graph G whose nodes are
essentially the nodes of P. Further, for each link (v;, v;11) € P weaddto G alink (v;;1,v;) and assignit a
zero cogt. Also, for each pair (v;,v;) of nodes of P, suchthat j > i, we add to G’ alink [ = (v;, v;) whose
cost isidentical to the cost of the bridge B; ;. We now show that each (s, t)-path in G correspondsto afea-

sible restoration topology. Consider an (s, ¢)-path P in G, and let S be the set of bridges that correspond to
linksin P. Consider two successive bridges B; = {s;,t;} and B; 1 = {s;41,ti11} InS. Notethat s; | either
precedes t; or else coincides with ¢;, while ¢;,; succeeds¢; in the path P. This ensures that every link in P
is protected by a bridge, and thus S corresponds to a feasible restoration topology. Hence, a near-optimal
restoration topology can be determined by finding the shortest (s, ¢)-path in G. Specifically, Lemma 1 and
the fact that Algorithm RSP returnsa (1 + ¢)-approximation for each B; ;), jointly imply that a shortest path
algorithm (run on G) providesa (2 - (1 + ¢), 1)-approximate solution.

The above algorithm, while conceptually simple, is computationally expensive, because it applies Al-
gorithm RSP [12] for each pair of nodes in P. Since the time complexity of the RSP algorithm is
O(MN(1/e + loglog N)), it requires a total of O(MN?3(1/z + loglog N)) time. In the following sec-
tions, we describe Algorithm RT, which employs similar ideas, but whose computational complexity is
comparable to that of Algorithm RSP.

B. The Adjusted Delay Concept

The algorithm presented in the previous section exploited the relationship between the shortest path in an
auxiliary graph and the restoration topology. In this section, we use thisidea again, but for devising a more
efficient algorithm. We construct a directed auxiliary graph G from G by reversing each link [ € P and
assigning it a zero cost. We denote by 7', the path in ' formed from P by reversing itslinks. In addition,
we also substitute each link I = (u,v) € G, ¢ P by two directed links /; = (u,v) and Iy = (v, u) such
that ¢;, = ¢, = ¢g and d;, = d;, = d;. Clearly, each (s, t)-wak in the auxiliary graph G’ corresponds to a
set of bridges that protectseach link | € 7? For example, Fig. 3 depicts the auxiliary graph for the network
depicted in Fig. 1 and the primary path P = {s, vy, vy,--- ,t}. Thewalk W = {s, vy, v, v4,v3,--- ,t} N

auxiliary graph corresponds to a set of bridges { B, - - - , Bs}. In general, however, as explained below, not
every (s,t)-walk in the auxiliary graph corresponds to a feasible restoration topology, i.e., one that satisfies
the delay constraint.

One of the key contributions of this study is an efficient method for verifying, during its construction,
whether a given walk represents a feasible restoration topology. This method is used as a basic building
block in our algorithm, and enables us to find a low-cost feasible restoration topology. In order to identify a
walk in G’ that corresponds to a feasible restoration topology, we introduce the notion of adjusted delay for
awak WindG'.

Consider awalk W = {s = wug, -+ ,ug_1,ug, -+ ,t} in G' that definesaset S = {B; = {s;,--- ,t;}} of
bridges, and let P; be the restoration path obtained by activating the bridge B;; thus, P; = 75(5,&.) oB;o ﬁ(ti,t).
We refer to nodes s; and ¢; as the start-point and termination-point of bridge B;, respectively. Recall that a

~

bridge B; setisfies the delay constraint only if D(B;) < D(Py,, 1)) + A, or, equivalently,

~

Furthermore, every subwalk W, ., of W correspondsto a subset S’ of complete bridgesin S and, possibly,
a subpath of an additional bridge B; € S. The adjusted delay D(W(s,u)) of the walk W, .,y maintains the



Fig. 4. Anexample of awalk in the auxiliary graph G'.

following invariant: if all the bridgesin S’ satisfy the delay constraint, then D(W )) represents the delay
between the source node s and the node u € B; dong P;,i.e, DWs.) = D(P](s,u ). Otherwise, if there

isabridgein S’ that does not satisfy the delay constraint, D(W(s,u)) is set to infinity, thus indicating that the
restoration topology formed by the walk W, ,,) isinfeasible. Thus, by applying Condition (1), the adjusted
delay enables us to check easily whether bridge B; satisfies the delay constraint, when its termination-point
t; isreached.

The adjusted delay D(W) of awalk W = {s = g, - - ,Up—1, Uy, -+ ,t} is calculated in a recursive
manner. The adjusted delay of an empty walk is zero, that is D({s}) = 0. Now, let us turn to compute the
adjusted delay of W, ,,) and suppose that we have already calculated the adjusted delay of the sub-walk
Wisup_1)- L&D = D(W(s,uk_i)) + d(uy_y up) Where dgy,_, ., iSthe delay of the Iink (ug_1,ug). Generaly
speaking, the adjusted delay D(W,.,)) = D, except for the case when v, € P. In this case, a specia
procedure is required for verifying if node v, is the termination-point of a bridge and whether the newly
formed bridge satisfies the delay constraint. Recall that u,, € P is not necessarily a termination-point of a
bridge, since a bridge may have several common nodes with the primary path. For instance, in Fig. 4, bridge
B, comprises of the two segments B,, and By, and node u4 € P is not a termination-point of a bridge.
However, if for link (uy, ug1) of W, it holdsthat (uy, ux.1) € P’, then u;, must be the termination-point of
a bridge since a bridge cannot share links with the primary path. Recall that P’ € G isa path from path P
by reversing itslinks. Asillustrated in Fig. 4, node u, must be the termination-point of the bridge B, since
its successor node in the walk, node u3, isalso included in P. R

Based on the above observations, the adjusted delay of awalk ending at node v, € P isdefined asfollows.
(Below, D = D(W(s,uk,l)) + d(ukil,uk)).

e Case Ll Ifuy_y € P,up € Pand D > D(P(s,)) + A, then node u;, cannot be the termination-point
of avalid bridge and it may only be an internal node of a bridge. Thus, D(W(s,uk)) =D.

o Case2: Ifuy_ & P,up € Pand D < D(P(,.,))+ A then node u, may be either the termination-point
or an internal node of a bridge. As aresult, since u;, may be the starting-point of a new bridge, we set
D(Wisa) = min{D(P(, ), D} A

o Case 3: If (ug_1,ux) € 73 and DWesu,_) < D(P(su,_y)), then it follows that node u, is not a
termination-point of abridge and all the bridgesincluded by the walk satisfy the delay constraint. Since
uy, may be the starting-point of anew bridge, its adjusted delay D(W (s,ur)) = D(P(s u))-

e Cased If (up 1, up) € P, and DOWisu,_ ) > D(Prsuy_yy) + A, then it follows that, if node uy,
is the termination-point of a bridge (that is, the predecessor of u;_; in walk WV does not belong to P),
then the bridge ending at u,_; does not satisfy the delay constraint (due to Condition (1)). On the other
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hand, if u;_; is not the termination-point of a bridge, then an induction argument can be used to show
that some bridge preceding u,—; in walk ¥V does not satisfy the delay constraint. Hence, D(W.u,)) is
set to co.

We proceed to present aformal definition of adjusted delay that considers the four cases mentioned above.

Definition 4 (Adjusted Delay): The adjusted delay D(W) of awalk W = {s = ug, - - - , u_1,ux} inthe

auxiliary graph G’ is defined recursively as follows:
1) Theadjusted delay of an empty walk (i.e., k = 0) is0: D({s})=0;
2) Otherwise, the adjusted delay D(W) of awalk W = {ug, - - - , ug_1,u} isS

min{D(ﬁ(suk) D} ifuy_, ¢ P, UkEPcmdD<D(755 ) + A,

DW) = D(P(s,ur)) if (w1, ur) € P and D( ) < D(Psu 1))
o0 if (up—1,ug) € P’ and D( ) > D(Plu )
D otherwise,

where D = D(Wu,_,)) + du,_, ) @d P € G isapath formed from P by reversing itslinks.

We illustrate the calculation of the adjusted delay using the walk shown in bold in Fig. 4. Here, the
primary path P = {s, u3, us, uq,v,t}. The delay of every link [ € P isd, = 1 and the delay constraint
d = 7. Thus, D(P) = 5 and A = 2. The delay of every other link I ¢ P is depicted in the figure. Let
us calculate the adjusted delay of the walk W, ;) and its various prefixes. At the base of the recursion,
D({s}) = 0. Since, node u; ¢ P, D(Wis,u)) = 2. For computing the adjusted delay of node u, we
caculate thevalue D = DWsu1)) + diuyuy) = 3- SiNCE D < D (P uy)) + A = 4, node u, may be either
the termination-point of a bridge that satisfies the delay constraint or an internal node of a bridge. To allow
these two possibilities, we set D(W(S up)) = min{D(P(su,)), D} = min{2,3} = 2. Since (ug, uz) € P,
node u, must be the termination-point of the bridge B,. Since the bridge B; satisfies the delay constraint,
we have D(Ws.us)) = D(Psus)) = 1. Now, to compute D(W;.,)), We calculate the corresponding value
D = DWsuy) + diuguy) = 6. Because D > D(P(,,) + A = 3+2 = 5, node u, can only be
an internal node inside a bridge and its adjusted delay is D(W(s,u4)) = 6. Finaly, when computing the
adjusted delay of W, ), D = D(W(S,M)) + d,py = 7. Node t is the termination-point of a valid bridge
B, and D(W),;y) = min{D(P), D} = 5. We conclude that the given walk represents a feasible restoration
topology.

C. Feasible Walk Concept

An (s, t)-walk whose adjusted delay does not exceed the delay D(P) of the primary path P isreferred to
asafeasible (s, t)-walk. From Lemma2 below, it followsthat there is a one-to-one correspondence between
feasible walks and feasible restoration topol ogies.

Lemma 2:

1) LetR = {By,B,,---,By}, B; = {si,---,t;}, be afeasible restoration topology for (75,(12) and let
W be an (s,t)-walk in G’ that correspondsto R, i.e, W = {B; o 75(,51,52) oByo---0B,}. Then,
D(W) < D(P).

2) Let W bean (s, t)-walk in G such that D(W) < D(P). Then, it is possible to decompose W into a
set of bridges { By, - - - , B,,} that forms a feasible restoration topol ogy.

Proof: See Appendix. |

In general, there may be more than one way to decomposeawalk into aset of bridges, i.e., there are several
setsof bridgesthat can be constructed out of asinglewalk. For example, in Fig. 4 there are two sets of bridges
S1 and S, that correspond to walk W: S; isformed by bridges {81, B, Bay }, While in Sy, the bridges B,
and By, are combined into asingle bridge B,. Note that only some of these sets constitute feasible restoration
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topologies. One can construct a feasible restoration topology from a feasible walk by simply choosing as
the termination-point for a bridge, the first node u;, € P in the bridge for whom D(W(s up)) = D(P(s u))-

We denote by WP the minimum cost feasible (s, )-walk in the auxiliary graph G’ and by ¢°?* the cost
of WePt, Thereisarelationship between W°P! and the optimum restoration topology (whose cost is denoted
by OPT). Indeed, by Lemmas 1 and 2, there exists a feasible walk WV such that C(W) < 2 - OPT. Thus,
Pt < 2. OPT. Further, note that the cost of a restoration topology constructed from awalk never exceeds
the cost of the walk itself. Thus, if we could compute the optimal feasible walk, then we could compute a
(2,1)-approximation to the optimal restoration topology.

V. APPROXIMATION SCHEMES FOR PROVISIONING OF RESTORATION TOPOLOGIES

We are now in a position to present efficient approximation schemes for Problems RT and P+RT. We
begin with a pseudo-polynomial algorithm for Problem RT, which serves as the basic building block for the
approximation scheme for Problem RT presented in Section V-B. Findly, in Section V-C we present the
approximation scheme for Problem P+RT.

A. Pseudo-polynomial Solution for Problem RT

The fundamental concepts of adjusted delay and feasible (s, ¢)-walk give rise to a pseudo-polynomial
algorithm for Problem RT, i.e., an algorithm whose running time is proportional to the cost of the optimal
solution. The algorithm, referred to as Algorithm PP is presented in this section. Because of its simplicity,
the algorithm can be easily implemented in practice. However, in the worst case, its running time can be
very high.

The purpose of Algorithm PP is to check, for a given value of upper bound U, whether there exists
an (s,t)-walk W in G', such that D(WW) < D(P) and C(W) < U, and if so, to find a minimum cost
(s, t)-walk W such that D(W) < D(P) and the corresponding restoration topology. The algorithm is a
natural extension of the well-known Bellman-Ford algorithm and uses the dynamic-programming technique
of relaxation [2]. The algorithm assumes that the costs of links are integer values greater than 0, and an
upper bound U on the cost of the solution is given.

We first describe the relaxation technique used by Algorithm PP. For each node v; € V, we maintain
an array D, [c] of minimum delay estimates. The array D, [c] stores, for each cost ¢, the minimum adjusted
delay of an (s v;)-walk, whose cost is at most c. Initidly, D, [c] = oo for every v; € G'\ s and ¢ > 0. We
only relax links whose cost does not exceed the current budget restriction ¢. The process of relaxing a link
(vi,v;) consists of testing whether we can improvethe best (s, v,)-walk (i.e., the walk whose adjusted delay
is minimum) found so far to v; by going through v; without exceeding the current budget restriction ¢ and if
S0, updating D, [c]. The relaxation technique isimplemented by Procedure RELAX (see Fig. 5).

Next, we proceed to describe Algorithm PP, whose pseudo-code appears in Fig. 5. We start with a zero
budget for ¢ and increment it by avalue of 1 in each iteration until either D;[c] < D(P), i.e, there existsa
walk between s and ¢ whose adjusted delay is at most D(P), or else ¢ = U. In each iteration, we process
each node v; € G’ by relaxing al links entering v;.

As discussed below, in our approximation scheme, Algorithm PP is applied to graphs in which ¢; > 1
for each link [. Thus, the cost of each link [ € G’ isat least 1, except for links in G’ that originate from
the primary path 7. Note that for each link (v;, vj) with zero cost, node v; must be processed before v;.
Accordingly, the nodes v; € G' are processed in an order such that v; is before vy if v; isasuccessor of v,
inpP.

Also, in Step 15, the algorithm identifiesawak W = {s = wy,--- ,u, = t} whose adjusted delay is
at most D(75) using backtracking. Suppose that ¢ is the value at which Algorithm PP breaks out of the for
loop (in Step 16), that is, D,[c] < D(P). Then, beginning with node ¢, for each node ;, the backtracking
procedure adds to the returned walk, the link (u;_1,u;) that resulted in the value D, [c;] until node s is
reached, where the ¢; valuesfor u; are computed as follows: for the initial node u, = t, ¢, = ¢ and for every
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AlgorithmPP (G(V, E), P,d,U):
parameters:
G(V, E) - network,
{d;, 1 }ier - delays and costs of the network links,
P= {s = vo,v1, ..., t = vp } - QOS path,
d- delay constraint,
U- the upper bound on the cost of R.

1 A« d—D(P)
2 E+E
3 for each link I = (v;,vit1) € P do
E' « E'\ {(vi,vi41) € P}
E « E'U {(vi+1,vi) € 'ﬁ}, Cluig1,vi) & 0
for al v; € V do
D,;[0] + oo
D,[0]«+ 0
forc=1,2,...,U do
for each v; € V' in order such that v; is before v;: if
v; isasuccessor of v in P do
11 Dy, [c] < Dy;[c—1]
12 for each link I = (v;,v;) € E' do
13 ReLAX (I(vi,vj), ¢, A)
14 if Dyc] < D(P) then
15 determine walk W by backtracking
16 return .
17 return FAIL

O OWowo~NO Ol M

1

Procedure RELAX (I = (vs,v5),¢, A)
1 ifv; e Pandw; € P then
2 if Dvi [C] S D(ﬁ(s,vl)) then
3 Dy, [c] ¢ min{D,; [c], D(P(;,,;))}
4 ese
5 if c; < cthen
6 Dy, [c] = min{Dy;[c], Dy, [c — ci] + d1)}
7 ifv; € Pand Dy;[c] < D(Ps;)) + A
then .
8 D,;[c] + min{D,,[c], D(P(S,vj))}
Fig. 5. Algorithm PP

subsequent node u;_1, ¢;—1 = ¢; — C(u,_, u;)- THUs, the cost of thewalk VW can be shown to be at most c. The
computational complexity of Algorithm PPisO(M - U).

Theorem 1: Let ¢ denote the minimum cost of a feasible (s,t)-wak in G'. If U > ¢* then Algo-
rithm PP returns a minimum cost feasible walk W .
Proof: See Appendix. |

B. Approximation scheme for Problem RT

In this section, we develop an FPAS for computing the minimum cost feasible (s, ¢)-walk, and use this
near-optimal walk to construct a near-optimal restoration topology. The technique we use is similar to the
one presented in [12].

We begin with a high-level overview of the approximation scheme. A basic building block of the scheme
is Procedure ScALE (Fig. 6), which uses scaling and rounding in order to efficiently find an approximate
solution. The efficiency of Procedure SCALE depends on the tightness of the lower and upper bounds, L,
U, on the cost of the optimal solution. Thus, to compute sufficiently tight lower and upper bounds, we rely
on two procedures, namely Procedure BouND and Procedure TEST. The former isused for obtaining initial
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values of L, U such that U/L < 2 - N, while the latter performs iterations to tighten the bounds further.
Finally, we combine all the ideasin Procedure RT.

1) Scaling and Rounding: We proceed to describe Procedure SCALE (see Fig. 6). The mainideaisto
scale and round the cost ¢; of each link [ € E, replacing it by ¢;, asfollows:

=3

where S = ZL—]f, Then, we apply Algorithm PP on the resulted graph. Clearly, with the new costs ¢}, there
must exist afeasible walk with cost at most LCS J +2N and no morethan 2N links (dueto Lemmal). Thus,

by Theorem 1 the actual cost of the path returned by Algorithm PP isno morethan ¢! +2N S < (1+¢)-c?".
We summarize this discussion in the following lemma:

Lemma 3: If Procedure ScALE isinvoked with valid upper bound, i.e., ¢ < U, then it returns a walk
whose cost isat most (1 + ¢) times more than the optimum.

We note that Procedure SCALE might return a feasible walk even if it is invoked with non valid upper
bound, i.e.,, c?* > U. However, we show that the cost of a walk W returned by the algorithm always
satisfies C'(W) < Le + U. We use this property later to compute tight lower and upper bounds on ¢,

Lemma 4: Any walk W returned by Procedure SCALE isfeasible and satisfiesC'(W) < Le + U.

Proof: Let W be awalk returned by Procedure SCALE. Note that W was returned by Algorithm PP. By
Theorem 1 (Part 1), W isafeasiblewalk. Since C'(W) < U = |%| 4+ 2N, andsince¢; < ¢} - S for each

~

le E,wehave COW) <U+2NS=L-¢+U. |

The running time of Procedure SCALE isO(%). Thus, if we can compute tight lower and upper bounds
on ¢’ such that theratio U/ L isa constant, then we can reduce the computation time of Procedure SCALE to
O(*). We next show how to compute these tight bounds.

2) Lower and upper bounds: In this subsection, we present Procedure BOUND (see Fig. 6), which iden-
tifies lower and upper bounds L, U on the minimum cost ¢°?* of afeasible walk ¢?* such that U/L < 2N.

We denote by ¢! < ¢ < --- < ¢" the distinct costs values of the links. Our goal is to find the maximum
cost value ¢* € {c'} such that the graph G derived from G’ by omitting all links whose cost is greater than
c*, does not contain afeasible (s, t)-walk. Clearly, afeasible (s, ¢)-walk contains at least one link whose cost
isc* or more, hence ¢* isalower bound on ¢°%*. In addition, there existsafeasible (s, t)-walk that comprises
of linkswhose cost is ¢* or less, and whose hop count is, by Lemma 1, at most 2/N. We concludethat 2.V - ¢*
is an upper bound on Pt

Procedure BouND performs a binary search on the values ¢!, ¢?, - - - , ¢". At each iteration, we need to
check whether ¢ < ¢*, where ¢ is the current estimate of ¢*. For this purpose, we remove from G al links
whose cost is more than ¢, and assign the unit cost to the remaining links. Then, we apply Algorithm PP
on the resulting graph, with the parameter U = 2N. If Algorithm PP returns a feasible walk, then ¢ > ¢*;
otherwise, ¢ < ¢*. The computational complexity of Procedure BOUND isO(M N log N).

3) Atesting procedure: In order to tighten the bounds further, we make use of Procedure TEST (shown
in Fig. 6). Procedure TEST performs the following 2-approximation test: if the procedure returns a positive
answer, then definitely ' < 2B; otherwise, it isthe case that ¢?* > B.

Procedure TEST isimplemented by invoking Procedure SCALE withU = L = Bande = 1.

Lemma 5: If Procedure TEST returns a positive answer, then ¢?* < B(1 + ¢). Otherwise, ¢! > B.
Proof:  If Procedure TEST returns a positive answer, then Procedure SCALE does not fail. Thus, by
Lemma 4, Procedure SCALE returns a feasible walk W, for which C(W) < B(1 + ¢), hence ¢! <
COWV) < B(1 +¢).

We proceed to prove the second part of the lemma. By way of contradiction, assume that c?* < B. By
Lemma 3, Procedure SCALE does not return FAIL, hence Procedure TEST returns a positive answer, which
contradicts the condition of the lemma.

opt
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4) Putting it all together: We are now in a position to combine the results of the previous subsectionsin
order to present our final approximation algorithm, referred to as Algorithm RT (see Fig. 6).

The agorithm begins by applying Procedure BouND, which provides the lower and upper bounds L
and U on ¢°* such that U/L < 2N. Then, we iteratively apply Procedure TEST to improve these bounds
until the ratio U/L falls below 8. In each iteration, we invoke Procedure TEST with B = L -U. If
Procedure TEST returns a positive answer, then, ¢®?* < 2B, hence U is set to 2B. Otherwisg, it is the case
that ¢°* > B, hence L is set to B. Notethat, if theratio U/L isequal to = at the beginning of an iteration,
then at the end of the iteration we have (U/L) < 2./x. Thus, since the above process terminates once
U/L < 8, the number of iterations performed can be shown to be O(loglog V).

Having obtained lower and upper bounds L, U such that U/L < 8, we use Procedure SCALE to find a
feasiblewalk 1/, whose costisat most (1+-¢)-c°*. Finally, we return the restoration topology corresponding
to W. The computational complexity of Algorithm RT isO(MN(1/e + log N)).

AlgorithmRT (G(V, E),P,d,¢):
1 L,U +BouND(G(V, E), P, d)
2 do

3 B « /L(cort) - U(cort)

4  if TEST(G(V, E), P,d, B, <) returns YES then

5 L+ B

6 else

7 U+ 2-B

8 untilU/L < 8.

9 W «ScALE(G(V,E),P,d,L,U,e)

0

10 return the restoration topology that corresponds to W.

Procedure SCALE(G(V, E), P,d, L, U, ¢)
1 S« £
for eachlink ! € E do
g+ |2]+1
U« |4]+2N
return PP(G(V, E), {di, c;}leE,ﬁ,ci, U)

w N

[S2 SN

Procedure TEST(G(V, E), P, d, B)

1 Apply Procedure ScaLE for (G(V, E), P, d, B, B, 2)
2 if Algorithm ScaLE returned FAIL then

3 return NO

4 ese

5 return YES

Procedure BOUND(G(V, E), P, d)
1 letct <c¢® <--- < ¢ thedistinct costs values of the
links.

2 low <« 0; high < r
3 whilelow < high —1
4 j < |(high + low)/2|
5 E «{llg<d}
6 setc « lforeachle E
7 apply Algorithm PPon (G'(V, E'), P, d, 2N)
8 if Algorithm PP returned FAIL then
9 high « j

10 dse

11 low < j

12 U + 2N - Mot [« chivh,

13 return L, U;

Fig. 6. Algorithm RT

Lemma 6: The computational complexity of Algorithm RT isO(MN(1/e +log N)).
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Proof: Procedure BOUND requiresO(M N log N) time; the execution of Procedure SCALE inline9requires
O(MN/e) time.

We proceed to analyze the computational complexity of the loop of lines 2-8. We denote by z; the
ratio U/ L at the beginning of iteration i. Initially, we have z; < 2N. As discussed above at iteration i,
r; < 24/7; 1. It follows that

z; < 2.21/2. 914 . 21/2" L (2N)V/2' < 4. (2N)V/?,

At iteration & = loglog(2N) we have z;, < 8. We conclude that the loop performs O(loglog N) iterations.
At each iteration we execute Procedure TEST, which requiresU = O(M N/¢) time. We conclude that the
total running time of theloopis O(M N loglog N).
We conclude that the total running time of Algorithm RT isO(AM N (1/e + log N)). [
Theorem 2: Given an undirected graph G, a primary QoS path P € G, a delay constraint d and an
approximation ratio e, Algorithm RT identifies, a feasible restoration topology R for (P, d), whose cost is
amost 2 - (1 + &) times more than the optimum.
Proof: By Lemmab5, lines 4-7 ensure that at each iteration L and U are valid bounds, i.e., L < ¢ < U.
Thus, Procedure SCALE is called at line 9 with valid bounds, hence by Lemma 3 it finds a feasible walk
W whose cost C(W) < (1 + ¢) - ¢°?'. Further, from Lemmas 1 and 2, it follows that ¢?* < 2 - OPT.
Thus, C(W) < 2(1 + ¢) - OPT and the cost of the restoration topology R corresponding to W satisfies
C(R)<2(1+4¢)-OPT. [

C. Approximation Scheme for Problem P+RT

The approximation scheme for simultaneous provisioning of aprimary QoS path and the restoration topol -
ogy isimplemented as follows. First, using Algorithm RSP, we identify a d-delay constrained (s,t)- path
P in G whose cost is at most (1 + ) times the optimum. Then we apply Algorithm RT with parameters G,
P, (d+ D(P)) and e. The resulting algorithm is referred to as Algorithm P+RT.

Theorem 3: Algorithm P+RT identifies, in O(MN(1/c + log N)) time, a (3 - (1 + ¢), 2)-approximate
solution for Problem P+RT.

Proof: The computational complexity of Algorithm P+RT isidentical to that of Algorithm RT.
For apath P we denote by E(P) the set of linksin P. Similarly, E(B) denotes the set of linksin bridge
B.
Let (P, R) be the output of Algorithm P+RT and let (P, R°") be the optimal solution to Prob-
lem P+RT. We prove that there exists a restoration topology R’ for (P,d + D(P)) such that E(R') C
E (P U E(R).
For each link [ € P weidentify abridge B, = {s;,- - - ,#,;} suchthat B, protects/ and E(B;) C E(P')U
E(R°P'). We consider the following two cases.
. Casel If I = (v;,vi41) € P andl ¢ P°" then we choose B, to be the subpath P*", | of P for which
s;,t, € P, s, isapredecessor of v; in P and ¢, is a successor of v;,; in P (see Fig. 7 (a)). If more than
one such subpath exists, then we choose the one with minimum hop count. X

o Case2. If Il = (vj,vi41) € Pandl € PP thenlet B = {s',--- ,¢'} beabridge of R that protects
[. We denote by P’ the path ﬁfﬁf oB'o 75;’,?, i.e., the restoration path for link / in the optimal solution.
Then, we choose B, to be the subpath P/, ,, of P’ for which s, #, € P, s, is a predecessor of v; in P
and ¢, is a successor of v;; in P (see Fig. 7 (b)). If more than one such subpath exists, then we choose
the one with minimum hop count.

Let R’ be a restoration topology formed by bridges {B,|l € P}. We observe that each link [ € P is
protected by a bridge in R/, and for each bridge B, € R’ it holds that D(B,) < d, hence R’ is afeasible
restoration topology for (P, d + D(P)).
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Fig. 8. An example of a restoration topology R formed by bridges Bi = {vo,v,u,vs}, B> = {vi,v,u,vs}, Bs = {v2,v,u,v6} and
By = {vs, v, u,vr}. Link (v, u) isshared by bridges Bi, - - - , Bs.

We also note that C'(R') < C(P) + C(R*"), since, R’ contains only links from P and R*. By
Theorem 2, the cost C(R) of R isat most 2 - (1 + ) times more than the cost of the optimal restoration
topology for (P, d+D(P)), thusC(R) < 2(1+¢)-C(R'). Asaresult, C(R) < 2(1+&)(C(P?)+C(R™)).
Since C(P) < (1+¢)C(P'), wehave C(P)+ C(R) < 3(1+2)(C(P) + C(R")). Sinced+ D(P) <
2-d, itfollowsthat R isa (3 - (1 + ¢), 2)-approximate solution for Problem P+RT. u

V1. DIRECTED NETWORKS

In this section, we extend our results from the previous sectionsfor directed networks, which we model as
adirected graph G(V, E). In such networks, for apair of connected nodes (v;, v;), the bandwidth provisioned
on the link in the direction from v; to v; may be much larger than the allocated bandwidth in the opposite
direction. In addition, the delay and cost characteristics of link (v;, v;) may be very different from those of
link (Uj, Ui).

We observe that, with such asymmetric links, it is possible that a node or a link is shared by several
bridges, which constitutes a major obstacle for identifying efficient solutions. For example, consider the
network depicted on Fig. 8. The numbers show delays of the links. For delay constraint d = 10, there
exists only one feasible restoration topology R = {81, Bz, B3, B, }, B1 = {vg, v, u, v4}, Bo = {v1, v, u, vs},
By = {vs,v,u,ve} and B, = {vs, v, u,v;}. Notethat nodes v, u and link (v, «) are shared by &l bridges of
R.

We overcome this obstacle by combining bridges. Specifically, let R be an optimal restoration topology
for (75, ci) andlet {B,B,,---,B;}, k > 3 bethe set of R’sbridgesthat contain the node v, sorted according
to their indexes, where B; = {s;,---,t;}. We combine the bridges B, and By, into a single bridge B, such
that B = Bi(,, ) © By, @ depicted in Fig. 9. Since the subpaths of P protected by the bridges B, and
By, are disjoint, the delay of bridge B may exceed the delay of the subpath of P protected by 53 by at most
2A = 2(d — D(P)). We use thisidea in order to prove the following lemma, which is the counterpart of
Lemma 1 for undirected networks. X R X

Lemma 7: Given a directed graph G, a delay constraint d and an (s, t)-path, D(P) < d, there exists a
restoration topology R for (P, 2d — D(P)) suchthat C(R) < OPT, and eachnodev € R or link [ € R is
shared by at most two bridges.

Proof: See Appendix. |
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Fig. 9. (a) Nodew is shared by bridges B, and B;.. (b) Bridges B, and B;, are replaced by asingle bridge 5.

Note that in the above lemma R is a feasible restoration topology with respect to A = 24 — D(75). Thus,
in order to achieve an efficient solution we relax the delay constraint and use A = 2d — D(P) and not
A = d — D(P), asin the case of undirected networks. For example, the (simple) algorithm presented in
Section IV-A isinvoked with A = 2(d — D(P)). By Lemma 7, the algorithm providesa (2 - (1 + ¢), 2)-
approximate solution for Problem RT.

In this section we denote by W?! the optimal walk with respect to A = 2d — D(P). The cost of Wo»!
denoted by 7.

Generally, the approximation scheme for directed networksis similar to undirected network case, except
for the following:

1) The adjusted delay is defined with respect to A = 2(d — D(P)).

2) Algorithm PP isapplied with A = 2(d — D(P)) (instead of A = d — D(P)).

3) A more elaborate procedure is required for finding the lower and upper bounds L, U on ¢, We

provide more details below.

A. Approximation scheme for Problem RT

Recall that our approach for the undirected case was first to identify lower and upper bounds L and U on
the cost of an optimum walk ¢*?* such that U/L < 2N, and then to iteratively improve the these bounds by
using scaling of link costs. For directed networks, however, computing lower bound L on ¢°" incurs high
complexity. Thisisbecause any optimum walks might have high hop count(recall that in the undirected case
by Lemma 1 there exists an optimum walk whose hop count isat most 2/V). Our approach isto consider, for
the purpose of computing lower bound, only walks whose hop count do not exceed 2N. More specificaly,
we denote by W%’ the feasible walk of minimum cost whose hop count is at most 2V and by 5 the cost of
W', We then use the lower bound L' on ¢3% instead of L. The bounds L' and U areiteratively improved till
either a suitablewalk isfound or U/L' < 8. In the latter case we apply Procedure SCALE with parameters
L' and U to find a suitable walk.

Our agorithm is based on the two following lemmas.

Lemma 8: cgh < 2-OPT,

Proof: By Lemmas 7 and 2, there exists a feasible walk WV such that [W| < 2N and C(W) < 2 - OPT.
Hence, ¢&! < C(W) < 2-OPT. ]

Lemma 9: If ¢3% < U then Procedure SCALE returns a feasible walk 1V whose cost is a most (1 + ¢)
times morethan ¢, i.e., C(W) < (1 +¢) - ¢,

Proof: Similar to the proof of Lemma 3, but using Lemma 8 instead of Lemma 1. |

We proceed to describe the FPAS in more detail. First, we invoke Procedure BOUND with parameters
G(V,E),P,d. Itis easy to verify that the procedure returns lower and upper bounds L' and U’ on ¢
such that U'/L" < 2N. Next, we set U = U’ and use the following iterative process in order to improve
improvethe bounds U and L'. At each iteration we compute B < /L' - U and apply Procedure SCALE for
L =U = B. There are severa possible cases.

o Casel: Procedure ScALE returns FAIL. Then, due to Lemma 9, there exists no feasible walk WV such
C(W) < Band |W| > 2N. Accordingly, we set L' < B.
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« Case 2: Procedure SCALE returns afeasible walk W such that C'(W) < L'. Then, the algorithm halts
and returns the walk W. Note that C(W) < ¢ < 2- OPT.
« Case 3: Procedure SCALE returns afeasible walk 1V such that L' < C'(W) < 2B. Sinceit ispossible
that [W| > 2N, weset U < B.
Note that by Lemma 4, if Procedure SCALE does not fail, it returns a feasible walk W, whose cost is at
most 2B, hence all possible cases are covered. The process stopswhen asuitablewalk isfound or U/ L’ < 8.
Having obtaining lower bound L’ on c;”]’\'ﬁ and upper bound U on ¢?* such that U/L’ < 8, we apply
Procedure ScaLE for L = L' and U = U. If the adgorithm faillsthen L' > U, hence we return awak W
due to which the upper bound U was assigned its current value. Note that dueto Lemma8, C(W) < L' <
R < 2-OPT. Otherwise, dueto Lemma, Procedure SCALE returnsawalk W such C(W) < (1+¢)ch.
In both cases we identify a feasible restoration topology R that correspondsto W. It follows that C (7@) <
2(14+¢)OPT. The FPASisimplemented by Algorithm DRT, whose formal description appears on Fig. 10.

AlgorithmDRT (G(V, E), P, d,¢):
parameters:
G(V, E) - network
P ={s=uvi,v2,..,t =v,} - QoS path,
d- delay constraint
- approximation ratio

1 d « 2d - D(P)

2 LI',U +BounD(G(V,E),P,d)

3 do

4 B+ VL'-U

5  Apply Procedure ScaLE for G(V, E), P,d’, B, B, ¢)

6  if Procedure SCALE return FAIL then

7 L'+~ B

8 dse

9 Set W be the walk returned by Procedure SCALE
10 if C(W) < L' then
11 return the restoration topology R that corresponds to W.
12 else
13 U<+ 2-B,

14 untilU/L' <8.

15 Apply Procedure ScALE for (G(V, E), P,d', L', U,¢)
16 if Procedure ScALE does not fail then

17 Set W bethe walk returned by Procedure SCALE

18 return the restoration topology R that corresponds to W.

Fig. 10. Algorithm DRT

We summarize our results in the following theorem.

Theorem 4: Given are a directed graph G, a primary QoS path P € G, a delay constraint d and an
approximation ratio . Then, Algorithm DRT identifies, in O(M N (1/¢ + log N)) a feasible restoration
topology R for (P, 2d — D(P)), whose cost is at most 2(1 + ¢) times more than OPT, i.e., a (2(1 + ¢), 2)-
approximate solution to Problem RT.

B. Approximation scheme for Problem P+RT

The approximation scheme for of primary QoS path and the restoration topology is similar to the undi-
rected case. Namely, we first identify a d-delay constrained (s, t)- path P in G whose cost isat most (1 + ¢)
times more than the optimum. Then, we apply Algorithm DRT with parameters G, P, (d + D(P)) and e.

Theorem 5: The above algorithm identifies, in O(M N (1/¢ + log N)) time, a (3(1 + ¢), 3)-approximate
solution for Problem P+RT in directed graphs.
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Proof: The proof follows similar lines as in Theorem 3. Let (P, R) be the output of Algorithm P+RT
and let (750’”, 7@0’”) be the optimal solution to Problem P+RT. By Theorem 4, Algorithm DRT returns a
restoration topology R for (P, 2d + D(P)) suchthat C'(R) < 2(1+4¢) - C(R°"). Since 2d + D(P) < 3 -d,
(P,R)isa(3(1 + ¢), 3)-approximate solution for Problem P+RT.

The running time of the algorithm is dominated by Algorithm DRT, henceitisO(MN(1/c+logN)). R

VIlI. SIMULATION RESULTS

In order to further illustrate the efficiency of our proposed solutions, we conducted simulation experi-
ments. We compared the following two algorithms for undirected networks (with respect to the total cost of
the computed primary and restoration paths):

e Algorithm 1 - Two Disjoint Paths. Provision a d-delay constrained path P;, which serves as the primary
path, then delete all its links from the graph, and finally, provision a d-delay constrained path P, in the
resulting graph, which serves as the restoration path. Both paths are provisioned using Algorithm RSP of
[12].

e Algorithm 2 - Algorithm P+RT with 3 = 1. Provision the primary path P; satisfying d (using Algo-
rithm RSP of [12]), then use Algorithm RT to provision the restoration topology R for (P, d). Note that
the delay constraint is strictly satisfied for both the primary and restoration paths.

Recall that Algorithm RSP returnsa (1 + ¢)-approximation to the minimum cost path satisfying delay
constraints. In both algorithms, we choose ¢ to be afairly small constant.

A. Network Generation Models

We used two different methods for generating the undirected network topologies using the BRITE topol-
ogy generation tool [14]. The first is Waxman’'s method [18], and the second is Barabasi and Albert's [1],
described below. Both network generators assign delays to links based on the distance between the link’s
endpoints. Further, we assigned costs to links uniformly and randomly from afixed interval.

¢ Waxman model [18]. Inthismodel, nodes are placed on a plane; the probability of interconnecting two
nodes decreases exponentially with the Euclidean distance between them. We set the value for parameters o
and $t0 0.15 and 0.2, respectively.

e Barabasi-Albert model [1]. In this model, the node connectivity follows a power-law rule: very few
nodes have high connectivity, and the number of nodes with lower connectivity increases exponentially as
the connectivity decreases.

B. Experimental Results

In our experiments, we compared the provisioning costs (i.e., the total cost of the primary path and the
restoration topology) computed by the two algorithms for a randomly selected source and destination node
pair. We studied the effect of varying the delay constraint. More specifically, let thedelay ratiobe z = J/dsp,
where d, is the minimum delay of an (s, ¢)-path. Fig. 11 depicts the provisioning costs for Algorithms 1
and 2 for the (a) Waxman and (b) Barabasi-Albert modelsin a network of 7000 nodes, and as the delay ratio
isincreased from 1.2 to 1.6.

The findings of our study can be summarized as follows:

e In many cases, for which Algorithm 1 fails to find a pair of digoint paths, Algorithm 2 still computes a
(feasible) primary path and restoration topology solution with a low cost. For example, for the Barabasi-
Albert model, for values x = 1.5 and x = 1.6 Algorithm 1 fails, while Algorithm 2 still provides afeasible
low-cost solution. The same occurs for x = 1.2 in the Waxman model. This clearly demonstrates the
superiority of the restoration topology strategy over the digoint path approach.

e Algorithm P+RT (even with 5 = 1!) aways exhibits superior performance (i.e., finds paths with lower
cost) compared to Algorithm 1.

e The cost benefits due to Algorithm 2 are particularly significant (around 15-20%) when delay constraints
aretight, i.e., closer to the minimum delay of an (s, ¢)-path.
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Fig. 11. Effect of delay ratio on the algorithm performance

VIIl. CONCLUSION

In this paper, we investigated the problem of provisioning QoS paths with restoration. Specifically, we
developed algorithms that compute a primary QoS path and a restoration topology comprising of a set of
bridges, each of which protects a different part of the primary QoS path.

A magjor contribution of this paper isthe concept of adjusted delays, which allows existing path algorithms
(e.g., Bellman-Ford [2], Hassin's [6]) to be adapted in order to identify suitable restoration topologies. This
enabled us to devise efficient approximation schemes with proven performance guarantees. Specifically, we
presented an O(M N (1/e +log N)) approximation scheme (Algorithm P+RT) that provides (3- (1 +¢), 2)-
approximate solutions for link failures. We extended the scheme for directed networks and achieved a
(3-(1+¢), 3)-approximate solution. We emphasize that, in our schemes, the delay violation may occur only
in the restoration paths, while the primary path always satisfies the QoS constraint.

The simulation results indicate that in many cases, for which the digoint path strategy fails, Algo-
rithm P+RT still computes a (feasible) primary path and a low-cost restoration topology. This clearly
demonstrates the superiority of the restoration topology strategy over the digoint path approach. The cost
benefits due to Algorithm P+RT are particularly significant (around 15-20%) when delay constraints are
tight.
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APPENDIX

Lemma 2:

1) Let R = {Bi,Bs, -+, By}, B = {si,--- ,1;}, be afeasible restoration topology for (P, d) and let
W be an (s,t)-walk in G’ that corresponds to R, i.e, W = {B; o Py, s,y 0 Ba o -+ 0 By}. Then,
D(W) < D(P). ) A

2) Let W bean (s,t)-wakin G’ suchthat D(W) < D(P). Then, it is possible to decompose WV into a
set of bridges {1, - - - , By} that forms a feasible restoration topol ogy.

Proof: (1) We first prove that if D(W,,.,)) < D(P.,) for i < h then D(W( ) < D(P ) Since
no link in bridge B; belongsto 7', for each link (u; 1,u]) € B; it holds that D(WM] ) < D( )+
d(u;_, u;)- ASaresult, for the immediate predecessor «* of ¢; in B; it follows that D(W( ) < ( )
D(Ws, ). The feasibility of R impliesthat D(W,, 1)) < D(Ps, 1)) + A. Thus, D(W, )+ (u* )
D(W(s,si))_'_D(W( i) < D(Pssy)+A. Hence, accordlngtothedeflnltlonof adjusteddelay,D( st))
D(Ps1))- ) )

Next, we show that if D(W,;.y) < D(P.,)) fori < hthen DOW,,,)) < D(Ps.s.,,))- Notethat each
link (u;,u;41) of the subwalk W, . ) Of W belongsto P'. Thus, since DWisi) < D(P st;)), for each
node u € Wy, .., it holdsthat D(W,.,)) < D(P(s.))- We conclude that D(W(s si41) < (75( ssie1))-

Next, we show, by induction on i, that D(W,,,)) < D(P .) fori < h. Clearly, DOW,,,)) = 0 forms
the base case. If D(W s )) < D(P(s.s;)) for somei < h, then as proven above, D(W 1)) < D(Psi),
which in turn impliesthat D(Wis.s,,,)) < D(Pssis1))-

We proved that D(Ws s,)) < D(P(s.sp)), hence DOW1,)) < D(P(s.,)), Which completes the proof of

art (1).
i (2§ \BVeenumeraIethe nodes of W by u, us, tc,i.e, W = {uy,--- ,u,}.

Let S, Ss, S5 be subsets of W’s nodes, asfollows:

= {u; € Wl(u;1,w) € P, (ui uinn) € P'},
= {ui € W(ui-1,w) ¢ P, (uiy i) € P, A
53 - {uz € W|UJ7, E P (uz lauz) §§ P (uzauerl) ¢ P D(Wsul)) — D(P(s,ul))}

The restoration topology R is then formed by taking the portions of the walk. More specifically, we
decompose W into a set of bridges R, each bridge B; = {s;,--- ,t;} € R isasubwalk of W such that:

1) S; € {8} US; U Ss;

2) t; € {t} U Sy U Ss;

3) B; does not contain nodes that belong to S, S, or S3, except for s; and ;.

We prove that R is a feasible restoration topology. First, we show that for each u; € S it holds that
D(W(s,ul)) = D(P( »)- Indeed, according to the definition of adjusted delay, for each u; € Si, D(Wsu,))

_l’_
<
<
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can be either D(ﬁ(s,ui)) or 0. If D(Wis.u,) iSSet to oo, it stays at oo for any extension of W), which
would lead to a contradiction. Similarly, for each u; € S, we have D(W(s,ui)) < D(ﬁ(s,ui)), otherwise,
according to the definition, the adjusted delay of the successor s(u;) of u; in VW would be set to oo, resulting
in acontradiction.

We proceed to show that the delay of each bridge B; = {s;, ..., t;} € R exceeds the delay of the corre-

sponding subpath 75 (s:,t:) OF P by at most A. Since 3; does not contain nodes that belong to S, S, or Ss,
except for s; and ¢;, it follows that, for each link [ = (u;,u;11) € B;, except for the last one, it holds that
D(W(s wip1)) = D(W(s w)) + deu;_, uy)- Clearly, this condition holdsif u;,, ¢ P. If uiyq € P, then either
DWisuiin) < D(Plsusin)) O DWisiir) > D(Psisy)), Otherwise u;,, would belong to S;. Hence,
according to the definition D(Ws.u;.1)) = DWiswi)) + diui_rui)- L€ u* be the immediate predecessor
of ;. It follows that D(W, u*)) = DW ) + DWis, ). Since s; € {s} U S; U S it holds that
DWiss) = D(Pis.sy), hence DOW.usy) = D(Plesiy) + D(Wis,umy)- Sincet; € {t} U S, U Ss, it holds
that D(W(s,ti)) < D(P ) hence D(W( )) + d(uz;l,uz') < D(ﬁ(s,ti)) + A. Substituting D(W(s’u*)),
yields D (P .s)) + DWisii)) < D(Prssy) + A, of DOWs 1)) < D(Pis, 1)) + A. We conclude that the
restoration topology isfeasible, i.e, delay of each bridge exceeds the delay of the corresponding subpath of
P by at most A.

Finally, we show that each link [ = (v;,v;4,) € P is protected by a bridgein R. Let v; be the last node
before v; or v; itself that belongsto {s} U S; U S3. Also, let v, be the first node after v;,; or v, itself that
belongsto {t} U S, U S5. Then B; = {v,, ..., v} € R isabridge that protects!. [ |
Theorem 1: Let ¢ denote the minimum cost of a feasible (s,¢)-wak in G’. Then, the following two
conditions hold:

1) Any walk W returned by Algorithm PP isfeasible.
2) If ¢?* < U then Algorithm PP returns a minimum cost feasible walk W.

Proof: (1) We prove by induction of i that, for : = 0, ..., k, D(W(s,ui)) = D,,[ci], where ¢ = 0 and
Ci = Ci1 + Clus_, up)- SINCE Dy[c] < D(P), thisimpliesthat D(W) < D(P).

For i = 0, we have D(W), 5)) = 0, which forms the base step. Suppose that D(Ws.,)) = D,,[c;] for
i > 0. We show that D(Ws u;,,)) = Da,,. [ci+1]- We consider the following three cases (recall that Ped
is the path formed from P by reversing its links).

o (ujuipq) € P’: in this case, Cit1 = ¢. Also, since (u;, u;11) results in the value for Dy, [cit1],
it must be the case that D,,,[i] < D(P(u,) ad Dy, [cira] i8 S8 0 D(P,,y). Clearly, since
DWisws)) = Dulci], it follows that D(W(s ) < D(P(,.u;) and so by the definition of adjusted
delay, D(W(S:A'UiJrl)) = D(P(S Uit1) ) Thus, D(W(S (& +1)) = Duerl [CHI]

o (uitiv1) € P, Dy, lCiv1] = Du;lci] + du, i,y in this case, either u; 4 ¢ P, or u;4; € P and one
of the following holds: Dy, [¢;] + du,uiyi) > D(Psiy) + A of Dy fei] + dwsmisn) < D(Psin)-
Inall of the cases, DWs,.1)) = DWisui) + diusi ) @0 thus DOWg .. 1)) = D, [ci1] (since
DWisiun) = Dulei)).

o (uj,uiy) & P Dul+1[cz+1] < Dy,[ci] + diu;uiyy): Inthiscase u;yq € P, D(P(s wirn)) < Dylai] +
Qi) < D(Plosyn) + A, Since D(Ws. i)) = D,,[c], the definition of adjusted delay im-
plies that DWsu,,,)) = D(Plows,,y) ad since D, [ciy1] is S0 set to D(Ps.,,)), it holds that
D(W(S,Ui+1)) = Dui+1[ci+1]'

(2 Let W = {s = ug,---,u, =t} beafeasible (s, t)-walk of minimum cost, i.e, C(W) = ¢!, We
show by induction on i that, for i = 0, ..., k, D,,.[ci] < D(Wisu,)), Where co = 0 and ¢; = ¢; 1 + Clu;_yu)-
Since D;[ct] < D(Ws4) < D(P), thisimplies that the algorithm breaks out of the loop (in Step 16) at
¢ < ¢5,. Hence, the algorithm returns awalk YW whose cost ismost ¢y, i.e., C(W) < ¢ = C(W).

The basis is trivially true since D[0] = 0. Assume that for : > 0, it holds that D, [¢;] < D(W(s,ui)).
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We show that for 7 + 1 it holds that D, [ci11] < [)(W(s,ui 1)) We need to consider the following three
Ccases:

o (uisuisr) € P2 if DOWsu) < D(Pisuny), then DOWVisuiy)) = D(Pisunyy) and @S0 Dy, [ciga] <
D(P(suiyy)) (Since Dy, lc ~] < DWW sul) and u; is processed before u;y; for cost ¢;). Thus,
Dy [cit] < DWeswii)- E DOWVsws) > D(Ps))s then DOV, 1)) = 00, hence D,,,.,, [ci1] <
DWisuip))-

o (ui,uis1) ¢ P', iy ¢ P orui; € P and one of the following holds: DWu) + diuruiss) <
D(Ps) OF DOWis) + diusuiy) > D(Pioy) + A Inthis case DWiey)) = DWis) +
d(u, usy)- THUS, smceD Jei] < DWis), it follows that D, [civ1] < DWisun)) + s ussn)
D(W(Suz+1))' . . . o .

o (uj,uip1) ¢ Py uyyy € P and D(Psu)) < D(W(s,ui)) + du i) < D('P(s,ui)) + A. In this
case DOWsuirn) = D(Plomiyn))- Since Dy, [ci] < D(Wisy)), it follows that D, [¢i] + diu; i)
D(Psuy) + A, and Dy, [ciy1] is set to be D(P,.,,))- As aresult, it follows that D,,,,, [c;11]
D(W(s,uiﬂ)).

We conclude that if ¢??* < U then the algorithm returns afeasible walk W in G’ for which C(W) < ¢

and the theorem follows.

|
Lemma 7: Given a directed graph G, a delay constraint d and an (s, ¢)-path, D(P) < d, there exists a
restoration topology R for (P, 2d — D(P)) suchthat C(R) < OPT, and eachnodev € R or link [ € R is
shared by at most two bridges.
Proof: First, we introduce several definitions. Let v and u betwo nodesof P = {s, - - - , ¢}, suchthat v # u
and v is a predecessor of u. We say that u is more right on P than v, and that v is more left on P than .

LetS = {B,---, B} beaset of bridges, we denote by V'(.S) the set of nodes that belong to bridges B;,
i.e,V(S)={vlve B,;,B; € S}. Foranodev € V(S), we denote by 5, abridgein S such that v € B, and
the source node s,, of 13, is most left on P. Similarly, we denote by B; abridgein S suchthat v € B; and
the destination node ¢!, of B! is most right on P. The hyper-bridge B, for (S,v) isaconcatenation of paths
Bys,m) 8d B, , . Notethat if B, = B, then B, = B,.

We show that the delay of each hyper-bridge B, exceeds the delay of its protected segment by at most
2d — D(P). Suppose that hyper-bridge 5, was formed by combining bridges B, and B,,. First, we note that
D(B,) < D(B,) + D(B.). Then, we observe that the the protected segment of 5, is a union of protected
segmentsof B, and B;,. We also note that the delays of bridges 3, and 13, exceed the delays of their protected
segments by at most A. Next, we observe that protected segments of B, and 3], may overlap, but the delay
of their intersection is at most d(75). From the above observations it follows that the delay of hyper-bridge
B, exceeds the delay of its protected segment by at most 2A + d(P).

Let R = {By,Bs,---, B} bean optimal restoration topology for (P, d), i.e., C(R) = OPT. We prove

the lemma by constructing a restoration topology R for (P, 2d), such that C(R) < C(R) and no node is
included in more than two hyper-bridges of .
_ The restoration topology R is constructed in an iterative fashion. We maintain set S of bridges and set
S of hyper-bridges. Initialy, S includes all bridges of R and S is empty. At iteration, i = 1,2,---, we
first identify, for each node v € V/(5), the hyper-bridge B, = {s,,--- ,t,} for (S,v). Next, we choose a
hyper-bridge B; = {s;,--- ,t;} € {B,|v € V(S)} suchthat s; isno moreright on P than¢;_; (s if i = 1)
and ¢; is most rlght on P. Next, we add 5; to S and delete from S all bridges whose protected segment is
covered by 73 (s.t,)- IT .S in nonempty, we proceed to the next iteration. Finally, the restoration topology Ris
formed from hyper bridgesin S.

Since the protected segment of each bridge B; deleted from S’ is covered by the protected segments of
hyper-bridgesin S, each link [ € P belongs to a protected segment of a hyper-bridgein S. In addition, as

(5v,0)
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showed above, the delay of each hyper- brldgeB e S exceedsthe delay of its protected segment {8p, -+, tu}
by at most 2d — D(P) Thus, and since E(R) C E(R), it followsthat R is a feasible restoration topology
for (P,2d) and C(R) < C(R).

Letu € V(S) we prove that  isincluded in at most two hyper-bridges of S. Let i be the first iteration
at which a hyper-bridge that includes « was added to S. We denote by B; = {s;,--- ,#;} and B;,; =
{si11,--- ,tiy1} the hyper-bridges that were inserted to S at iterations i and i + 1, respectively. We now
consider set S at iteration i + 1. If u ¢ V/(.S), then each hyper-bridge added to S after iteration i does not
contain u. Otherwise we denote by B, = {su, -+, t,} the hyper-bridge for (S, u). Sinceu € B;, s, isSno
more right on P than t;. Further, hyper- -bridge B,+1 was selected in iteration 7 4+ 1 such that ¢, is most

right on P, hencet, is no more right on P than t;11. If followsthat the protected segment of any bridge that
contains v is covered by 73 (s,ti41)- THUS, atiteration:+1 al bridgesthat contain u are deleted from S, and no

hyper-bridge added to S at iteration j > i + 1 containsu. Hence, « isincluded in a most two hyper-bridges
of S. It followsthat each link [ € R isincluded in at most two bridges of R. [





