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Abstract

We study the problem of shared path protection in optical networks from the viewpoint

of blocking probability minimization. Unlike the worst-case approach common in other

studies, which typically deals with one failure at a time and requires recomputation of the

protection paths after every failure, our framework assumes a fixed path protection strategy

for every connection that does not change in response to failures in other connections,

which is more realistic for networks with high failure rates. We study backup-path strategy

configurations that minimize the blocking probability and derive various properties. We show

that configurations which do not have partial overlaps among connections’ backup paths are

optimal in a rather general sense. We discuss the min-max optimal configuration properties

and present an efficient algorithm for finding it in a case of special interest, while showing

it to be NP-hard in general. In addition, we discuss the properties of the game resulting

if each connection chooses its backup path selfishly; we show it to belong to the class

of potential games, well-studied in the game theory literature, and derive several further

properties resulting from its specific structure.
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I. INTRODUCTION

A well-recognized problem in high-speed all-optical networks is that fibers and switches

frequently fail. When a failure occurs, the affected traffic must be rerouted over a backup

path. There are various models for the computation and establishment of the backup path. For

example, in the link protection model, when a link (i.e., a fiber) fails, the traffic is rerouted

between the endpoints of that link, without altering other portions of the paths that have used

it. In the path protection model, for any lightpath established for a connection†, there is a

corresponding protection path that is used whenever any link or node on the primary path

fails. Both models, and their pros and cons, have been extensively described in the literature.

When failure recovery must be instantaneous, it is adequate to use 1+1 protection, namely,

transmit the same information on the protection path along with the primary path. Such a

scheme, however, is normally required only for the most important traffic streams. Otherwise,

if a small recovery delay is acceptable, the protection path need only be used as a backup

after a failure on the primary path is detected. In that case, the backup path can be shared,

fully or partially, among several connections. For the most part, the recent research on

shared protection paths (e.g. [1], [2]) has taken the worst-case approach, where the basic

requirement is that any two connections that traverse a common fiber or node (albeit on

different wavelengths) on their primary paths must have completely disjoint backup paths, so

that no single failure can cause blocking on the backup path. The problem of finding such

paths is, therefore, strictly combinatorial on the network topology graph, without any relation

to the probability of failures.

The worst-case approach can cope with one failure at a time, and thus requires that all the

previous failures (as well as repairs) have been taken care of and reported to the entity that

computes the backup paths.‡ This requires extensive signaling [4], and may be unrealistic,

especially if the rate of failures and repairs is high. Our study, on the other hand, considers the

issue of protection paths in an alternative framework, in which dynamic information about the

network state is not made available to the network nodes and connections; this framework is

akin to the “failure-independent protection” concept of [5]. Thus, when a connection detects

a signal loss (without detecting the particular link on its path that failed), it switches to its

backup path while continuing to sample the primary path so as to detect when it becomes

operational again; then, it frees the backup path and switches back to the primary path again.

Neither the transitions between the primary and the backup paths, nor the failure state of

particular links (which is not detected at all), need to be reported to other nodes or connections.

Only the static information, i.e. the primary and backup paths of all connections, is assumed

to be known.

As mentioned above, the protection paths may be shared, fully or partially, among con-

nections. Consequently, a connection detecting a loss of signal may find itself blocked if

any link on its backup path at that moment is being used by another connection (or failed

on its own merit). We are concerned with finding path configurations that minimize the

blocking probabilities. However, the objectives of the different connections are in conflict

with each other; there may be many configurations in which reducing the blocking probability

of one connection is only possible at the expense of increasing it for another. Therefore, in

the first part of this paper, we study the problem of finding a fair path assignment, in the

commonly used min-max sense (i.e. one that minimizes the maximum blocking probability of

any connection). We explore the properties of such assignments; in particular, we show that

the problem is NP-hard in the general case, derive a limit to its approximability in polynomial

time, and present an efficient and exact solution algorithm for a case of special interest.

Subsequently, we turn our attention to noncooperative aspects of path protection, and study

the properties of the game that arises if the connections choose their protection paths selfishly

†We use the terms ‘lightpath’, ‘connection’, and, sometimes, ‘user’, interchangeably.
‡An extension that allows for up to two simultaneous failures is studied in [3].
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and independently of each other. Noncooperative routing and path assignment, where each

user selfishly strives to optimize its own performance objective, has been studied in the past,

using game-theoretic tools and concepts; in particular, [6], [7], [8], [9] describe the reasons

and motivation for studying routing problems in this light, such as the inherent unwillingness

or even inability of the users in large-scale networks to cooperate for a ‘socially’ optimal

solution. Our study, though superficially similar in its model assumptions, differs from these

works in a very important respect, namely, the structure of the users’ cost functions: in all

the works cited above, the user’s objective is defined as a sum of individual link cost (or

utility) functions, while the blocking probability objective cannot be expressed in this way.

We describe this important difference in greater detail after defining the model formally. As a

consequence, our results cannot be derived from those of previous studies on noncooperative

routing; indeed, some properties of the corresponding game, such as the NP-hardness of

finding the individual user’s best-reply strategy, are quite different.

As is common in other studies on protection paths, we assume that the primary paths of

all connections are set in advance, perhaps to satisfy other criteria such as quality-of-service

(QoS) requirements; thus, the degree of freedom (“strategy space”) is only in the selection

of the backup paths. We assume a network with a single wavelength; thus, each link (fiber)

can be used by one connection at most. Consequently, assuming that fibers fail and recover

independently of each other, so do the connections traversing them. We point out that the

single-wavelength assumption is still adequate even if multiple wavelengths are present in

the network, as long as the primary and backup paths of a connection are required to use

the same wavelength; then, essentially, the analysis holds for all wavelengths independently

of each other.

The rest of this paper is structured as follows. Section II defines the formal model and

notation. Section III introduces the class of partial overlap free path configurations and

shows that, in a rather general sense, optimal configurations belong to this class. Section IV

discusses the properties of optimal strategy configurations in the min-max sense, i.e. those

that minimize the maximum blocking probability among all connections. Section V is devoted

to the issues arising when the strategies are chosen by the individual connections in a

noncooperative manner; in particular, it proves the existence of Nash equilibria and discusses

related properties. Finally, section VI concludes our results and discusses future research

directions.

II. MODEL FORMULATION

Consider an optical network whose underlying topology is described by a graph G =
(V, E). Every link l ∈ E (fiber) has a probability pl to fail (be ‘down’) at any given time,

independently of other links; this probability need not be the same for different fibers.† The

network is used by a set of connections 1, . . . , N , with common source and destination nodes.

A connection i is described by its pre-selected active path, from which the failure probability

of the connection pi can be drawn. As discussed in the Introduction, we assume a single

wavelength in the network; hence, there is at most one connection traversing any given link,

and the connections’ failure probabilities are therefore independent. Furthermore, the active

links can be effectively ignored for any further analysis, as they cannot be used in backup

paths.‡ We denote E′ to be the set of links not used as active links.

The cost of a connection is defined as the probability of its path to be blocked, which

happens when either another connection with an overlapping backup path fails, or a link

†For example, if the fiber operational status can be modeled as a Markov chain with two states (‘up’ and ‘down’)

with exponentially-distributed transition times between them, then, in the steady state, there is no correlation among

the down times of different fibers and a simple probability of being ‘down’ at an arbitrary moment is adequate.
‡Strictly speaking, if an active link is used in a backup path of another connection, there is a positive probability

that the link will be available, if another link on the original connection’s path fails and causes it to switch to

its own backup path. However, in any realistic setting, the link failure probabilities are expected to be very low,

hence the blocking probability of any connection using an active link on its backup path will be high.
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on the connection’s own backup path fails on its own merit. To write this formally (and

conveniently), we define the following binary operator:

pi ⊕ pj = pi + pj − pipj ,

and, accordingly,

⊙
N

∑

i=1

pi = p1 ⊕ p2 ⊕ . . . ⊕ pN ,

i.e. the probability of at least one occurence among p1, . . . , pN . Note that the definition

makes sense since the ⊕ operator is commutative and associative. We also define the overlap

indicator function O(P1, P2) for any two paths P1, P2
† to be 1 if and only if P1 and P2

overlap (in one link at least), and 0 otherwise. Similarly, for convenience, we define O(P, l)
for a path P and a link l ∈ E′ to be 1 if and only if P traverses l, and 0 otherwise. Finally,

we denote the backup path of connection i (also referred to as connection i’s strategy) by

Si.
‡ With this notation, the cost functions are defined as follows:

J◦
i (S1, . . . , SN ) , ⊙

N
∑

j=1
j 6=i

pjO(Si, Sj) ⊕⊙
∑

l∈E′

plO(Si, l). (1)

Observe that the cost J◦
i , as defined by (1), is the probability of connection i’s path to

be blocked, regardless of whether i’s primary path has itself failed. Thus, it can be regarded

as the blocking probability of connection i, conditioned on its own primary path failing. In

addition, we shall also be interested in the unconditional blocking probability of connection

i, which is

B◦
i (S1, . . . , SN ) , pi · J

◦
i (S1, . . . , SN ). (2)

It turns out that there exists a one-to-one monotonous mapping of the range [0, 1] to the

positive real-axis, under which the ⊕ operator becomes a simple sum. Indeed, define

π(p) , − log(1 − p); (3)

then, px = pi ⊕ pj if and only if π(px) = π(pi) + π(pj). For convenience, we henceforth

abbereviate πi = π(pi) for any 1 ≤ i ≤ N and πl = π(pl) for any l ∈ E′. With this notation,

we define

Ji(S1, . . . , SN ) ,

N
∑

j=1
j 6=i

πjO(Si, Sj) +
∑

l∈E′

πlO(Si, l). (4)

Obviously, because of the monotonicity of the mapping, the relative ranking of the strategies

under Ji is the same as with J◦
i ; however, working with Ji as the cost function turns out to

be more convenient, and we will use it henceforth.

To complete this section, we introduce a few more definitions and notational conventions

that will be handy in the subsequent discussion. First, we shall henceforth use the letters i,j,k
exclusively to denote connections; thus, unless specifically stated otherwise, they are always

assumed to be within {1, . . . , N}. The letter l is used to denote links in E′. Paths are denoted

by the letter P , except when referring specifically to the connections’ strategies; in that case,

S is used with a corresponding subscript (e.g., Si, Sj , Sk, as well as S1, . . . , SN ).

For a path P , we denote by U(P ) , {i |Si = P } the set of connections whose strategy

is P , and by PO(P ) , {i |O(Si, P ) = 1} the set of connections whose strategies overlap

P , at least partially. We define πP ,
∑

l πlO(P, l) to be the failure probability of the path

†Throughout this paper, unless stated otherwise, all paths mentioned are assumed by default to be from the

common source to the common destination.
‡Throughout this paper, we generally use the letter P to denote paths, except for the specific purpose of referring

to connections’ strategies, for which S is used.
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(more precisely, the corresponding value after the π-mapping), which is the probability of at

least one link on the path to fail. The nominal cost of a path P is defined to be C(P ) ,

πP +
∑

i∈PO(P ) πi; this is the cost that would be associated with a hypothetical new connection

assigned to that path.

III. OPTIMALITY OF PARTIAL OVERLAP FREE CONFIGURATIONS

Our first major result is that the subset of configurations with no partial overlaps, i.e.,

in which any two paths are either identical or completely link-disjoint, always contains an

optimal configuration if the optimization criterion can be expressed via the strategy costs or

the overlaps among connections.

A. Cost-related criteria

We begin by introducing the class of configurations with no partial overlaps.

Definition. A strategy configuration 〈S1, . . . , SN 〉 is termed partial-overlap-free (POF) if,

for all i, PO(Si) = U(Si).

In other words, in a POF configuration, if a pair of strategies (backup paths) is not link-

disjoint, the paths must be identical; no partial overlaps among paths are allowed. The next

fundamental lemma states that costs are minimized, in a certain sense, in POF configurations.

Lemma 1. For any strategy configuration 〈S1, . . . , SN 〉 (not necessarily POF), there exists

a POF configuration 〈S̃1, . . . , S̃N 〉 such that Ji(S̃1, . . . , S̃N ) ≤ Ji(S1, . . . , SN ) for all i.

Proof. Define the set R ,
⋃

i [PO(Si) \ U(Si)] , i.e., the set of all connections whose paths

have partial overlaps with other connections. If R is empty, we are done; the configuration

is already POF. Otherwise, denote

k∗ = arg min
k∈R

[Jk(S1, . . . , SN ) + πk] , (5)

and consider the alternative configuration 〈S′
1, . . . , S

′
N 〉, defined as follows:

S′
i =

{

Sk∗ if O(Si, Sk∗) = 1,

Si if O(Si, Sk∗) = 0.

In other words, all the connections overlapping k∗ are moved to k∗’s own path. In this

alternative configuration,

• the cost of connection k∗ has not changed, since it stayed in its original path and with

the same overlapping other connections;

• for any i /∈ PO(Sk∗), the set of connections overlapping i is a subset of those in the

original configuration, therefore Ji(S
′
1, . . . , S

′
N ) ≤ Ji(S1, . . . , SN );

• for any i ∈ PO(Sk∗), i 6= k∗,

Ji(S
′
1, . . . , S

′
N ) = Jk∗(S′

1, . . . , S
′
N ) + πk∗ − πi = Jk∗(S1, . . . , SN ) + πk∗ − πi ≤

Ji(S1, . . . , SN ) + πi − πi = Ji(S1, . . . , SN ),

where the inequality is due to the choice of k∗ (5).

Hence, in the new configuration, the cost of no connection has increased, yet, compared

to the original configuration, the set R of connections with partial overlaps has been reduced

by at least one element (namely, k∗, which no longer has a partial overlap with any other

connection). Repeating this step as necessary, it follows by induction that eventually a POF

configuration is reached, where the costs of all connections are no higher than originally.

The following theorem follows as an immediate corollary of the above result.
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Theorem 1. For any network instance, any optimization criterion whose dependence on the

strategies is only through their costs, and is monotonous in the costs, is optimized by a POF

strategy configuration.

Examples of optimization criteria that conform to the condition of Theorem 1 include mini-

mization of maximum cost, minimization of maximum blocking probability, and minimization

of the sum or average of the costs (weighted in any way that does not depend directly on the

strategies).

B. Overlap-related criteria

This subsection is concerned with a different class of optimization criteria, involving

directly the overlaps among connections rather than the path costs. These are addressed by

the following lemma.

Lemma 2. For any strategy configuration 〈S1, . . . , SN 〉 (not necessarily POF), there exists a

POF configuration 〈S̃1, . . . , S̃N 〉 such that, for any i, j, O(S̃i, S̃j) = 1 only if O(Si, Sj) = 1.

Proof. Consider the graph G′ = (V, E′) in terms of a flow network. Obviously, the maximal

number of disjoint paths from the common source to the common destination is exactly the

maximum flow that can be accomodated between the source and destination if all the links

have a unit capacity. By the well-known max-flow min-cut theorem [10], it is also the capacity

of the minimum cut, i.e., the minimum among all cuts of the number of links traversing the

cut in the general direction from the source side to the destination side (not counting the

links, if any, traversing the cut in the opposite direction). Each of the disjoint paths then

traverses exactly one of the links in the minimum cut.

Denote the capacity of the minimum cut by M , the links in the cut by lc1, . . . , l
c
M , and

the corresponding disjoint paths between the source and destination by P c
1 , . . . , P c

M . Given a

strategy configuration 〈S1, . . . , SN 〉, define the configuration 〈S̃1, . . . , S̃N 〉 as follows: S̃i =
P c

r only if Si traverses the link lcr (if Si traverses several links in the cut, choose one of them

arbitrarily).

Since the new configuration is POF, it follows that, for any i, j, O(S̃i, S̃j) = 1 holds if

and only if S̃i = S̃j , which, by construction, requires that both Si and Sj traversed the same

link in the cut originally, hence O(Si, Sj) = 1.

It follows that, given any strategy configuration S, it is always possible to rearrange the

connections in a new configuration which is POF, without introducing any overlaps that did

not exist originally. A direct consequence of this result is the following theorem.

Theorem 2. For any network instance, any optimization criterion whose dependence on the

strategies is only through their mutual overlap indicators, and is monotonous in them, is

optimized by a POF strategy configuration.

We emphasize that this result concerns a different class of optimization criteria than that

of Theorem 1. Unlike the cost expression (4), which depends both on overlaps with other

connections and on the links traversed, a criterion satisfying the condition of Theorem 2 is not

allowed to depend directly on the path properties, such as, e.g., the path failure probability,

hop count, etc; on the other hand, it can involve overlaps in any (monotonous) way, not just

in the specific weighted sum that appears in (4).

IV. MIN-MAX COST AND BLOCKING PROBABILITY OPTIMIZATION

In this section, we discuss in detail the problem of finding optimal configurations specifi-

cally in one of the following two senses: minimizing the maximum cost, or minimizing the

maximum blocking probability. While these are different criteria, i.e. a configuration that

optimizes one may not be optimizing the other for the same instance, they are similar enough

for most of the discussion to be common for both; differences in the details will be emphasized

where necessary.
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Procedure MMC-Assign

Input: Disjoint paths P1, . . . , PM .

Initialization: NP1
← 0, . . . , NPM

← 0, i ← 0.

1. Set i ← i + 1.

2. Set r∗ ← arg min1≤r≤M{NPr
· πi + πPr

}.

3. Set Si ← Pr∗ (i.e. assign connection i to path r∗) and NPr∗
← NPr∗

+ 1.

4. If
∑

M

r=1
NPr

= N , stop; else return to step 1.†

Fig. 1. Procedure MMC-Assign (Min-Max-Cost-Assign).

We begin by observing that, despite Theorem 1 that guarantees an optimum to be found

among partial-overlap-free configurations, finding it remains a hard problem; it requires

finding the optimal set of disjoint paths, as well as the assignment of the connections among

those paths. In fact, as we shall see below, even if the disjoint paths are given, the sub-problem

of optimal assignment of the connections among them is already NP-hard. Therefore, we

attempt to gain insight to the properties of the optimal solution by studying special cases.

Our contribution in this respect is twofold. First, we present an efficient solution algorithm

in the special case of identical connections (πi = πj for all 1 ≤ i, j ≤ N ). Subsequently, we

study the general case of arbitrary connections and prove a certain property that holds when

the number of connections is large. While short of solving the general case, our findings

provide a significant insight to the properties of the optimal solution and can be used for its

approximation under general realistic assumptions.

A. Special case: identical connections

Suppose that the connections have identical failure probabilities on their primary paths, i.e.

πi = πj for all i, j. We observe immediately that, in this case, the problems of minimizing

the maximum cost or the maximum blocking probability coincide, since the factor of pi that

distinguishes between the cost (1) and the blocking probability (2) is identical for all i.
Our first goal is to show that, if the optimal set of disjoint paths were given, the remaining

task of assigning the connections among the paths would be trivial, and could be accomplished

simply by a greedy procedure that placed each connection in turn in the path with the least

nominal cost so far. More formally, Figure 1 defines Procedure MMC-Assign, which finds

the optimal assignment (i.e. one that minimizes the maximum cost) in a given set of disjoint

paths. The correctness of the procedure is proved next.

Theorem 3. For a given set of disjoint paths P1, . . . , PM , Procedure MMC-Assign produces

an assignment that minimizes the maximum cost (among all assignments in which the con-

nections are forced to use only these paths).

Proof. In this proof, for convenience and without loss of generality, we shall assume that the

paths are originally given in a nonincreasing order of failure probabilities, i.e. πP1
≥ . . . πPM

,

and that, whenever the minimum in step 2 is attained by more than one path, the one with the

lowest index is chosen to be r∗. We denote the cost of connection i in the assignment reached

after Procedure MMC-Assign by J
(M)
i , and the nominal cost of path Pr in that assignment

by C(M)(Pr). We define k to be the highest index among the connections that ‘suffer’ the

maximum cost, i.e. k , max
{

arg maxi J
(M)
i

}

.

Suppose that, upon completion of MMC-Assign, m paths (from among the M paths of

the input) are actively used, i.e. assigned with at least one connection. Then these are the

†As described, this procedure takes N steps, each assigning one connection to a path. It is straightforward to

see that, essentially, only M steps of “group assignments” take place in fact; e.g., if the three lowest-failure paths

are P1,P2,P3, then the algorithm will commence by assigning (πP2
− πP1

) /πi connections to the best path (P1),

followed by (πP3
− πP2

) /πi more connections to each of P1 and P2, and so on. This observation allows a more

efficient implementation of the procedure, which is not elaborated in Figure 1 for the sake of clarity.
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paths P1, . . . , Pm: indeed, whenever the path r∗ chosen in step 2 is new (previously unused,

i.e. NPr∗
= 0), it is necessarily the one with the lowest πPr

(and, consequently, the lowest

index) among all the paths yet unused. Consequently, showing the resulting assignment to be

optimal requires two parts: first, we show it to be no worse than any assignment that also

actively uses paths P1, . . . , Pm; then, we show that no better assignment can be found that

uses a different set of paths.

Observe that the sum of nominal costs of paths P1, . . . , Pm is constant for all assignments

that actively use them (and only them):
∑m

r=1 C(Pr) =
∑m

r=1 πPr
+N ·πi; alternatively, one

can consider the average nominal cost, which is constant at

C̄ ,
1

m

(

m
∑

r=1

πPr
+ N · πi

)

. (6)

Hence, if it were possible for the nominal costs to take arbitrary continuous values, the

maximum nominal cost would be minimized if all the nominal costs were simply equal to

C̄. In reality, for every r, the nominal cost of Pr is constrained to be πPr
plus some integer

multiple of πi; it is straightforward to see that, in this case, a sufficient condition for an

assignment to minimize the maximum nominal cost is that no two nominal costs differ by

more than πi. Alternatively, since a path’s nominal cost is higher by a constant amount

(specifically, πi) than the cost of any connection assigned to it, this condition can be stated

in terms of the connection costs: the maximum cost of a connection is minimized if no two

costs differ by more than πi.

On the other hand, it can be seen that, throughout the execution of MMC-Assign, the costs

of no two connections indeed differ by more than πi. This property is shown by induction

on the iteration number. After the first iteration, it holds trivially. In any subsequent iteration,

after steps 2–3 are performed, the cost of the connection just assigned (and all the others in

its path) is at most πi above what was the minimum cost before the iteration; consequently,

the induction hypothesis is maintained. We conclude that MMC-Assign indeed reaches an

assignment with the lowest maximum cost among all assignments that use the same set of

paths (P1, . . . , Pm).

It remains to show that no better assignment can exist that actively uses m′ paths, where

m′ 6= m. Incidentally, note that there cannot be a better assignment with m paths other than

P1, . . . , Pm; choosing the paths with the lowest failure probabilities is obviously best (lower

failure probabilities cannot increase the maximum cost in the optimal assignment). By the

same token, we can subsequently assume that the m′ paths in the allegedly better assignment

are P1, . . . , Pm′ .

First, consider any assignment that uses only the paths P1, . . . , Pm′ , with m′ < m. There

must exist at least one path Pr′ , 1 ≤ r′ ≤ m′, that has more connections in this assignment

than in MMC-Assign. Therefore, its nominal cost in this assignment is

C(Pr′) ≥ C(M)(Pr′) + πi ≥ max
r

C(M)(Pr), (7)

where the rightmost inequality in (7) is due to the property of MMC-Assign already estab-

lished above, namely, that the nominal costs of any pair of paths differ by no more than πi.

Consequently, an assignment using m′ < m paths cannot achieve a lower maximum nominal

cost (and, therefore, a lower maximum connection cost) than MMC-Assign.

Conversely, suppose that a better assignment than the one found by MMC-Assign exists

that uses m′ > m paths; thus, the path Pm+1 is assigned at least one connection, whose cost

we denote by J̃ (observe that the costs of all the connections in the path are identical, so it

does not matter which connection is chosen if there is more than one). Then, in particular,

πPm+1
≤ J̃ < max

i
J

(M)
i = J

(M)
k . (8)
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Algorithm MMC-I

Initialization: M ← 0, Min Cost ← ∞.

1. Set M ← M + 1.

2. Perform another iteration of the successive shortest path (SSP) algorithm, using πl as the link

lengths, to find M disjoint paths with minimum total length. If the iteration fails, go to step 6; else,

denote the resulting paths by P1, . . . , PM .

3. Set Cost ← 1

M

(

N · πi +
∑

M

r=1
πPr

)

.

4. If Cost < Min Cost, set Min Cost ← Cost and record the paths.

5. Return to step 1.

6. Restore P1, . . . , PM to be the paths recorded in the last execution of step 4.

7. Execute Procedure MMC-Assign on the paths P1, . . . , PM .

Fig. 2. Algorithm MMC-I (Min-Max-Cost-Identical).

Since, by definition, connection k is the last to have been assigned to its path during Procedure

MMC-Assign, it follows that, in iteration k, the nominal cost of path Pm+1 was lower than

the one actually chosen, which contradicts step 2.

We now turn our attention to the problem of finding the optimal set of paths to run Procedure

MMC-Assign on. Without loss of generality, we can assume that, if the optimal set has M∗

paths, then they are all actively used in the assignment resulting after MMC-Assign; otherwise,

the unused paths can be removed from the optimal set. As established during the proof of

Theorem 3, the maximum nominal cost of a path in the resulting assignment is close to the

average value given by (6) (more precisely, it is at most πi above (6), and the maximum cost

of a connection is, accordingly, at most πi below (6)). Therefore, as a first approximation,

the problem of optimizing the min-max cost reduces to finding the set of disjoint paths that

minimizes (6), with m = M∗. If the optimal set size M∗ were known in advance, this would

simply mean finding a set of M∗ disjoint paths with a minimal sum of failure probabilities.

Fortunately, if the link failure probabilities πl are treated as lengths, efficient algorithms for

finding M disjoint paths with a minimal sum of lengths are known, e.g., the successive

shortest path (SSP) algorithm [10]. The min-max cost configuration can therefore be found

by iterating over the possible values of M , using the SSP algorithm as a subroutine to find

the corresponding set of paths, and eventually keeping the paths that minimize (6). This

algorithm, which we term MMC-I (for “Min-Max-Cost-Identical”), is described formally in

Figure 2.

Theorem 4. If πl is an integer multiple of πi for all l ∈ E′, then Algorithm MMC-I finds the

min-max cost configuration precisely.

Proof. If all the link failure probabilities are integer multiples of πi, then so is πP for any

possible path P in the network. In that case, the maximum nominal cost resulting by the

assignment in m paths can be rewritten precisely as
⌈

1

m

(

N +

∑m
j=1 πPj

πi

)⌉

· πi, (9)

where ⌈·⌉ denotes the operation of rounding up to the nearest integer. Indeed, if N +
∑

m

j=1
πPj

πi

is an exact multiple of m, then the nominal costs are exactly balanced and given by (6);

otherwise, those paths where the remainder of the connections are assigned will have a cost

higher by one πi than the rest.

We now show, by induction, that when iteration M is completed, the set of paths recorded

in the last execution of step 4 corresponds to the lowest maximum cost that can be attained

by M disjoint paths or less. First, this claim is obvious for the first iteration: the condition

at step 4 is satisfied trivially, and the single shortest (i.e. most reliable) path is indeed saved.

Now, consider iteration M . If the lowest max-cost configuration with M disjoint paths or less
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is indeed attained by M paths, with at least one connection assigned to each path, then its cost

is given by (9) (with m = M ), and, by virtue of the correctness of the SSP sub-algorithm,

the sum of path lengths is the lowest possible; in that case, the condition in step 4 will be

satisfied and the paths saved. Otherwise, i.e. if the lowest max-cost configuration with M
paths or less requires only m′ < M paths, then, by the induction hypothesis, it has already

been found at iteration m′. (In fact, due to the operation of rounding-up in (9), it is possible

that the condition at step 4 will be satisfied again at iteration M without gaining further

improvement, and the m′-path configuration will be replaced by an equivalent M -path one.)

Therefore, we conclude that algorithm MMC-I finds the optimal set of paths when it

completes the maximum available number of disjoint paths in the graph. After that, the

optimal assignment is found by executing Procedure MMC-Assign, the correctness of which

was established by Theorem 3.

We note that if the link failure probability parameters are not integer multiples of πi, then,

for a given M , the optimal collection of M disjoint paths is not necessary the one with the

lowest sum of “path lengths”. Indeed, suppose, for example, that there are two connections

with π1 = π2 = 1. Then, a pair of paths with πP1
= πP2

= 5.5 is better than another pair

with πP1
= 5, πP2

= 5.7, even though the sum of path lengths is higher; the maximum cost

attained in the first pair is 5.5, while in the second pair it is 5.7. Thus, in the general (non-

integer) case, algorithm MMC-I is only sufficient to find a configuration whose maximum

cost is worse by up to a single πi than the optimum. The next theorem shows that, in a certain

sense, this is about the best that can be hoped for; specifically, any algorithm that reaches a

better approximation than 0.5πi must be NP-hard.

Theorem 5. The problem of finding the min-max cost configuration with identical connections

and arbitrary link failure probabilities, or even approximating it by less than 0.5πi, is NP-

hard.

Proof. The proof is by reduction from the 2-disjoint-paths problem, known to be NP-hard.

An instance of the 2-disjoint-paths problem specifies a (directed) graph with two pairs of

nodes (s1, t1 and s2, t2) and asks whether the graph contains two link-disjoint paths from s1

to t1 and from s2 to t2, respectively.†

Given a 2-disjoint-paths instance, augment the graph with a new source node s and

destination node t, and links s → s1, s → s2, t1 → t, t2 → t. Set πs→s1
= 0.25πi,

πs→s2
= 0.75πi, πt1→t = 0.5πi, and πt2→t = 0, as well as πl = 0 for all the links in the

original graph itself (see Figure 3). We claim that, in the constructed network, the min-max

cost that can be attained by two connections is 0.75πi if and only if the 2-disjoint-paths

problem has a positive solution; otherwise, the min-max cost is 1.25πi or higher.

Indeed, if there exist two disjoint paths s → s1 → · · · → t1 → t and s → s2 → · · · →
t2 → t, then assigning one connection to each of these paths attains a cost of 0.75πi for both

(that is 0.25πi +0.5πi in the first path and 0.75πi +0 in the second). Otherwise, the best that

can happen is for a path s → s1 → · · · → t2 → t to exist; then, however, no matter if another

link-disjoint path s → s2 → · · · → t1 → t exists (in which case one of the connections can

be assigned to it) or not (in which case both connections must be assigned to the same path),

it can be seen that at least one of the connections will have a cost of 1.25πi. Therefore, any

algorithm that approximates the min-max cost with identical connections by less than 0.5πi

can be used to detect the existence of disjoint paths between s1 and t1 and between s2 and

t2.

†The 2-disjoint-paths problem is actually a special case of the 2-commodity maximum flow problem, for unit

link capacities [11].
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Fig. 3. The construction used in the proof of Theorem 5.

B. Arbitrary connections and the case of high sharing

We now turn back to discuss the general case, where the connections are not required to

have an identical πi for all i. In this case, even if a collection of link-disjoint paths is given,

it is no longer true in general that the assignment process described above (placing each

connection in turn to the path with the lowest cost so far) minimizes the maximum cost; this

depends on the order of assignment. To state this formally, for a given collection of disjoint

paths, minimizing the maximum cost within those paths reduces to the following grouping

problem.

Problem MIN-MAX-COST-GROUPING

Instance: A set of connections {1, . . . , N} with a failure probability parameter

πi for every i = 1, . . . , N , and a set of link-disjoint paths {P1, . . . , PM} with

corresponding failure probabilities πPr
for every r = 1, . . . , M .

Question: Find an assignment of the N connections into M paths, i.e.,

a configuration in which Si ∈ {P1, . . . , PM} for all i, that minimizes

maxr

[

πPr
+

∑

i∈U(Pr) πi − mini∈U(Pr) πi

]

.

Note that, for a group of connections sharing a common path, the cost of each connection

(as defined by (4)) is the nominal cost of that path, minus the failure parameter πi of that

connection itself. Therefore, it is obvious that the maximum cost among all connections in

one group is attained by the one whose own πi is lowest. This explains the above subtraction

in brackets of the smallest πi in path r; the costs of all other connections using that path are

known to be lower.

Note that if πPr
= 0 for all r, then problem MIN-MAX-COST-GROUPING becomes

a minor variation of the well-known NP-hard problem of equal-size bin packing; the only

difference is the omission of the smallest element from the sum in every group. Indeed, our

next theorem shows this problem to be NP-hard as well.

Theorem 6. Problem MIN-MAX-COST-GROUPING is NP-hard, even for two paths with

zero failure probability.

Proof. The proof is by reduction from the NP-hard PARTITION problem [11]. An instance

of that problem consists of a set (more precisely, a multiset) of numbers, and asks whether

it can be partitioned into two subsets of equal sum.

Given an instance of PARTITION with K numbers, a1, . . . , aK , choose an arbitrary number

A such that A >
∑K

i=1 ai, and construct the following K connections: πi = A + ai for

all i = 1, . . . , K, as well as the following K + 2 ‘auxiliary’ connections: πi = A for all

i = K + 1, . . . , 2K + 2. We claim that the solution of MIN-MAX-COST-GROUPING for

these N = 2K +2 connections and two paths with πP1
= πP2

= 0 achieves a maximum cost

of (K + 1)A + 1
2

∑K
i=1 ai if and only if the PARTITION instance has a solution.

Indeed, consider the solution of MIN-MAX-COST-GROUPING. First, note that it must

assign K + 1 connections to each path; this way, the maximum cost will be at most K ·A +
∑K

i=1 ai, while any other assignment puts at least K + 2 connections to one of the paths

and thus has a maximum cost of no less than (K + 1) · A, which is clearly higher (by the
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definition of A). Since there are only K connections with failure probabilities higher than A,

it follows that each path must contain at least one of the ‘auxiliary’ connections; thus, the

minimum πi in each of the paths is equal to A. Consequently, in the optimal assignment,

the sum of maximum costs in the paths,
∑2

r=1

[

∑

i∈U(Pr) πi − mini∈U(Pr) πi

]

, is equal to

2K ·A+
∑K

i=1 ai in any case; accordingly, the maximum cost is minimized if the costs in both

paths reach exactly half of this total, which can be attained if and only if the PARTITION

instance has a solution.

Incidentally, to prevent possible confusion, we wish to emphasize that the equivalence to

PARTITION in terms of hardness does not necessarily imply equivalence in the solution itself;

in particular, unlike the case of identical connections, the optimal solution to MIN-MAX-

COST-GROUPING is not necessarily the configuration that balances the nominal costs in

all paths, even if one exists. The next example illustrates this point.

Example 1. Consider an instance with two ‘heavy’ connections, π1 = π2 = 8, and four ‘light’

ones, π3 = · · · = π6 = 1, to be assigned to M = 2 paths whose own failure probabilities are

zero. In this example, it can be easily verified that the optimal assignment is of both ‘heavy’

connections to one path (with a cost of 8 each) and the ‘light’ ones to the other (with a cost

of 3 each), even though these costs are unbalanced and a different assignment exists which

would balance the costs of both paths (namely, assign one ‘heavy’ and two ‘light’ connections

to each path, which would make the maximum cost in both paths equal to 9).

Example 2. Consider the same network as in example 1 but with twenty ‘light’ connections

instead of four, i.e., π1 = π2 = 8 and π3 = · · · = π22 = 1. In this case, the ‘balanced’

assignment of one ‘heavy’ and ten ‘light’ connections in each path is also the one that

minimizes the maximum cost. However, it does not minimize the maximum blocking prob-

ability: indeed, the corresponding individual failure probabilities are p1 = p2 = 1 − e−8 and

p3 = · · · = p22 = 1 − e−1, and it is easily verified (using (2)) that the maximum blocking

probability is maxi B
◦
i =

(

1 − e−8
) (

1 − e−10
)

, while assigning the ‘heavy’ connections to

one path and the ‘light’ ones to the other would achieve a maximum blocking probability of

only
(

1 − e−8
) (

1 − e−8
)

. (In both cases, the maximum blocking probability is that of the

‘heavy’ connections.) Conversely, note that in the case of example 1, the maximum blocking

probability would be minimized in the ‘balanced’ assignment.

Since the solution of MIN-MAX-COST-GROUPING cannot be easily expressed by a

closed expression (such as (6) for identical connections), and, in particular, it does not have

to be monotonous in the sum of the path ‘lengths’, it follows that the algorithm of Figure 2,

based on successive shortest path computation, is no longer valid in general. Still, there are

certain cases in which the optimal collection of disjoint paths can be identified, despite the

fact that the subsequent solution of MIN-MAX-COST-GROUPING for those paths remains

hard. Proposition 1 presents such a case, which we call the high sharing case; specifically,

it states that, for a large enough number of connections (more precisely, when the sum of

the connections’ failure probabilities exceeds a certain threshold), it is best to use as many

disjoint paths as are available. Before the proposition can be introduced, however, we need

to prove the following auxiliary lemma.

Lemma 3. Given a collection of M disjoint paths P1, . . . , PM , it is always possible to find

an assignment 〈S1, . . . , SN 〉 (with Sj ∈ {P1, . . . , PM} for all j) in which, for any connection

i,
Ji(S1, . . . , SN ) ≤ min

1≤r≤M
C(Pr). (10)

Proof. Assume, without loss of generality, that π1 ≥ · · · ≥ πN , and consider the assignment

reached by the following process: in each turn, connection i (starting from i = 1 to i = N )

is assigned to the path r in which the nominal cost is the smallest so far. It can be shown,
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by induction, that (10) holds for the partial assignment resulting after each step. Indeed, at

the beginning, (10) holds trivially; now, suppose that at step i∗ connection i∗ is assigned to

path r∗ and (10) held before the step. Then:

• for all connections in all paths except r∗, (10) continues to hold since the left-hand side

remains unchanged while the right-hand side can only have increased;

• for connection i∗ itself, the cost is precisely its path’s nominal cost before the assignment

step, which, by construction, was the minimum among all the nominal path costs;

• for any other connection i < i∗ that had already been assigned to path r∗ previously, (10)

must hold as well, since Ji(S1, . . . , SN ) = Ji∗(S1, . . . , SN )+πi∗−πi ≤ Ji∗(S1, . . . , SN ).

Consequently, by induction, (10) holds for all connections after this assignment process is

completed.

Corollary. Given a collection of M disjoint paths P1, . . . , PM , it is always possible to find

an assignment 〈S1, . . . , SN 〉 (with Sj ∈ {P1, . . . , PM} for all j) in which, for all 1 ≤ r ≤ M ,

C(Pr) ≤
1

M





M
∑

r′=1

πPr′
+

N
∑

j=1

πj



 +
M − 1

M
min

i∈U(Pr)
πi, (11)

and, accordingly, for all i,

Ji(S1, . . . , SN ) ≤
1

M





M
∑

r′=1

πPr′
+

N
∑

j=1

πj



 −
1

M
πi. (12)

Proof. Since
∑M

r′=1 C(Pr′) =
∑M

r′=1 πPr′
+

∑N
j=1 πj is constant, regardless of the assignment,

it is obvious that any assignment in which connection i is in path r and

C(Pr) >
1

M





M
∑

r′=1

πPr′
+

N
∑

j=1

πj



 +
M − 1

M
πi,

must also have at least one other path q in which

C(Pq) ≤

∑M
r′=1 C(Pr′) − C(Pr)

M − 1
<

1

M





M
∑

r′=1

πPr′
+

N
∑

j=1

πj



 −
1

M
πi,

while, on the other hand,

Ji(S1, . . . , SN ) = C(Pr) − πi >
1

M





M
∑

r′=1

πPr′
+

N
∑

j=1

πj



 −
1

M
πi;

consequently, this assignment cannot satisfy condition (10).

Proposition 1. Suppose that:

1) for all i, πmin ≤ πi ≤ πmax;

2) the ‘shortest’ (most reliable) path in the backup network has a failure probability of

πPmin
;

3) the maximum number of disjoint paths in the backup network is M , and the lowest sum

of lengths of M paths (e.g., found by the SSP algorithm) is ΣSSP .

Then, if
N

∑

i=1

πi > (M − 1) [ΣSSP − M · πPmin
+ M · πmax − πmin] , (13)

then any optimal collection of disjoint paths (in the min-max cost sense) must have M paths.

Proof. First, consider the lowest maximum cost that is conceivable in M − 1 disjoint paths

(or less). In at least one path, the total failure probability of the connections assigned to that
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path must be no less than 1
M−1

∑N
i=1 πi. Consequently, even if all the M − 1 paths are as

reliable as the ‘shortest’ one, the maximum cost cannot be less than

1

M − 1

N
∑

i=1

πi + πPmin
− πmax. (14)

On the other hand, consider the collection of M paths found by SSP. By the corollary to

lemma 3, it is possible to find an assignment in which the maximum cost is no higher than

1

M

(

N
∑

i=1

πi + ΣSSP − πmin

)

. (15)

Therefore, if expression (14) is higher than (15), then the configuration minimizing the

maximum cost cannot be found in less than M paths. Multiplying both (14) and (15) by

a common factor of M(M − 1) and extracting
∑N

i=1 πi, the proposition follows.

V. NONCOOPERATIVE PATH PROTECTION

In this section, we are interested specifically in the scenario in which the backup path

decision is performed by each connection for itself, without any coordination with other

connections. This gives rise to a noncooperative game model, in which the connections are

the “players” and their backup path selections are the “strategies”. Each player strives to

minimize its cost, given by (4) (or its blocking probability given by (2); from the viewpoint

of any single connection, both expressions are equivalent in terms of the ranking among its

strategies). More formally, the best strategy for connection i, given the strategies selected by

other connections, is the one that minimizes Ji(Si, S−i), where S−i (following standard game-

theoretic notation) denotes the vector of strategies of all players except i. A configuration of

strategies is called a Nash equilibrium if every connection’s strategy is a best reply to the

strategies of the other connections; that is, 〈S∗
1 , . . . , S∗

N 〉 is a Nash equilibrium if, for every

1 ≤ i ≤ N ,

S∗
i ∈ arg min

P
Ji(S

∗
1 , . . . , S∗

i−1, P, S∗
i+1, . . . , S

∗
N ). (16)

At this point, it is helpful to emphasize the crucial difference from other routing game

models studied in the literature. Routing games are similar to our setting, in the sense that path

selections are made by noncooperative selfish players seeking to minimize their strategy costs.

While various flavors of routing games, with some differing aspects, have been analysed in

the past (see, e.g., [6], [7], [8], [9] and references therein), they all have one thing in common:

the cost of a path is composed of the costs of individual links on that path; normally, a link

cost is a function of only the total flow on the link (regardless of the ‘identities’ comprising

that flow), and the path cost is defined as the sum (in some cases, the maximum) of those

link costs. In contrast, no individual link cost functions can be defined in our model: the

cost of using a path by a connection depends on the failure probabilities of other connections

sharing that path, regardless of whether the overlap happens on just a single link or on many

links along the path. Consequently, our current model requires special analysis, and its results

cannot be derived from previous work on routing games, despite the superficial similarity.

A. The game potential and existence of Nash equilibria

We begin by introducing an important definition.

Definition. The potential of a strategy configuration 〈S1, . . . , SN 〉 is

L(S1, . . . , SN ) ,

N
∑

j=1

N
∑

k=j+1

πjπkO(Sj , Sk) +
N

∑

j=1

∑

l∈E′

πjπlO(Sj , l). (17)
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Lemma 4. For any connection i, given the strategies of other connections S−i and any Si,

S′
i,

πi

[

Ji(Si, S−i) − Ji(S
′
i, S−i)

]

= L(Si, S−i) − L(S′
i, S−i). (18)

Proof. Since the difference L(Si, S−i) − L(S′
i, S−i) is only due to a different strategy of i,

all the terms except those including πi vanish, i.e.,

L(Si, S−i) − L(S′
i, S−i) =









N
∑

j=1
j 6=i

πiπjO(Si, Sj) +
∑

l∈E′

πiπlO(Si, l)









−









N
∑

j=1
j 6=i

πiπjO(S′
i, Sj) +

∑

l∈E′

πiπlO(S′
i, l)









=

πi

[

Ji(Si, S−i) − Ji(S
′
i, S−i)

]

.

We note that games possessing a potential function (i.e. a function that satisfies lemma 4)

have been extensively studied in the game-theory literature; for an overview, see, e.g., [12]

and references therein. Thus, by establishing the existence of a potential in our setting, all

the general results from the theory of potential games can be applied; one such result, of

fundamental importance, is the following.

Theorem 7. The game possesses a Nash equilibrium.

Proof. Since the number of strategy configurations is finite, one of them (at least) must

minimize the potential; in that configuration, no connection can decrease its cost any further,

and it is thus a Nash equilibrium.

However, due to the special structure of our model, and, in particular, the fact that the

strategy space of a connection is limited to the paths between its endpoints in a given network

graph, the general properties of potential games provide only a limited interest. Therefore, in

the next subsections we proceed to analyze our specific model more deeply.

We conclude this subsection with an example showing that a Nash equilibrium configuration

is not generally unique, and that different Nash equilibria can vary widely in their performance

(e.g. in the min-max sense). In this example, a network is constructed in which a configuration

exists with a cost of 0 to all connections, yet has another equilibrium in which all connections

overlap with each other.

Example 3. Construct a graph with the following nodes: s, t, and, for every 1 ≤ i ≤ N ,

xi and yi; and the following links: for every 1 ≤ i ≤ N , (s → xi), (xi → yi), (yi → t),
and, except for i = N , (yi → xi+1) (see Figure 4). Assign a failure probability πi = 1
to all connections and πl = 0 to all links. In this graph, there are N link-disjoint paths

(s → xi → yi → t for every i); assigning one connection to each path attains an equilibrium

with a cost of 0 to all connections (obviously, this is the equilibrium corresponding to the

minimum potential). Yet, if the connections form a configuration in which all of them use

the path s → x1 → y1 → x2 → y2 → x3 → · · · → yN−1 → xN → yN → t, then this

configuration is an equilibrium; all the paths from s to t overlap at least one link with all

the connections, so no improvement can be achieved unilaterally by any connection. In this

equilibrium, obviously, the cost of each connection is (N − 1).

B. Best Reply Computation is Hard

We now show that the problem faced by an individual connection to compute its best

strategy, given a strategy configuration of other connections, is in general NP-hard. First, we

define a simpler version of the problem that is a special case, and later prove that even this

case is NP-hard.
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Fig. 4. The graph of Example 3. The bold path corresponds to the high-cost Nash equilibrium.

Problem MIN-OVERLAP

Instance: Graph G = (V, E); collection of paths S1, . . . , SN−1 with common

source and destination nodes.

Question: Find a path SN from the common source to the common destination that

overlaps with as few of S1, . . . , SN−1 as possible (equivalently, is link-disjoint

with as many of S1, . . . , SN−1 as possible).

It is obvious that MIN-OVERLAP is equivalent to a connection’s best-reply problem in

the special case of πl = 0 for all l and πi = 1 for all i; then, the cost of each connection is

precisely the number of other connections it overlaps.

Theorem 8. Problem MIN-OVERLAP is NP-hard.

Proof. The proof is by reduction from the Minimum Satisfiability problem, which is known

to be NP-hard [13]. An instance of that problem consists of a set of clauses, where each

clause is a boolean ‘or’ of one or more literals, each literal being either a boolean variable or

its negation; for example, {x1 + x̄2 + x̄3, x2 + x̄3, x3}. A solution of the instance is a truth

assignment for the boolean variables that satisfies as few clauses as possible.

We now show a transformation from Minimum Satisfiability to MIN-OVERLAP. Given

an instance of the former with K clauses and L variables, construct a graph with L + 1
nodes labeled 0, . . . , L, and, for every 1 ≤ v ≤ L, three parallel links between nodes v − 1
and v, labeled “up(v)”, “middle(v)”, and “down(v)” (see Figure 5). For every clause k,

construct a path Sk between nodes 0 and L as follows: for every 1 ≤ v ≤ L, the path

includes the link “up(v)” if the clause is satisfied by xv, or the link “down(v)” if the clause

is satisfied by x̄v, or the link “middle(v)” if the clause does not contain the variable xv at

all. In addition, construct K + 1 ‘dummy’ (and identical) paths between nodes 0 and L that

use all the “middle” links throughout. Thus, there is a total of N − 1 = 2K + 1 paths in the

MIN-OVERLAP instance.

Consider a solution to the constructed MIN-OVERLAP problem. Obviously, the solution

path can only include “up” and/or “down” links; it then overlaps K paths at most, while

including even one “middle” link would overlap K + 1 paths at least. However, any path

that does not contain “middle” links corresponds to a boolean assignment of the variables

(‘true’ for any xv such that “up(v)” is on the path, ‘false’ otherwise), and overlaps exactly

those paths that correspond to the clauses satisfied by this assignment. Hence, the solution

of MIN-OVERLAP corresponds to the assignment that satisfies the minimum number of

clauses.

It should be realized that not only the best-reply problem is NP-hard, but the “better-reply”

problem as well; that is, given the current strategy of a connection and the strategies of the

others, it is intractable to decide whether a better strategy for this connection exists. If it were

possible in polynomial time, then by starting with the current strategy and repeatedly looking
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 Fig. 5. The construction used in the proof of Theorem 8.

for a better one till no further improvement was possible, the best-reply strategy would be

found. Even for the case of identical connections and zero failure probability of the links, the

number of steps thus required to find the best-reply strategy would, obviously, be no greater

than the number of connections.

However, the fact that best-reply strategies (and, consequently, Nash equilibria) are hard

to detect does not reduce our interest in their properties. Even if the connections do not

put a full effort to find their best-reply strategies but only check a few paths at random

from time to time to see if an improvement is available, they are bound to converge to an

equilibrium eventually, since the number of strategy configurations is finite and every strategy

change causes a decrease in the potential; although, neither the connections themselves nor

an outside observer may easily detect when the equilibrium has been reached.

C. Properties of minimum-potential configurations

As was demonstrated by Example 3, not all Nash equilibria in a given network are

equivalent. If the network is to be operated at a Nash equilibrium, then, generally, the

minimum-potential configuration should be preferred, as it roughly corresponds to the least

inter-connection overlaps and least failure-prone paths; furthermore, it can be said (somewhat

informally) that the minimum-potential equilibrium is the most stable, in the sense that small

changes to the failure probabilities of connections and links, as well as adding or removing

connections, are least likely to hurt the equilibrium property.

In this section, we study the properties of the minimum-potential configuration. We first

prove that it can be found among partial-overlap-free configurations; note that this requires a

special proof and cannot be derived from Theorem 1 or 2, because the potential expression (17)

does not satisfy their requirements.† We then discuss the properties of the optimal collection

of disjoint paths and the assignment of connections to them.

Theorem 9. For any network instance, there exists a partial overlap free (POF) strategy

configuration that minimizes the potential.

Proof. Consider a minimum-potential strategy configuration 〈S1, . . . , SN 〉, and assume that

it is not POF, i.e., there exists a pair of connections j and k, such that O(Sj , Sk) = 1 and

Sj 6= Sk. By appropriately grouping the elements in the potential expression, it can be seen

that if all the connections in U(Sj) are moved to the path Sk, the potential increases by




∑

i∈U(Sj)

πi



 ·





N
∑

i/∈U(Sj)∪U(Sk)

πi [O(Sk, Si) −O(Sj , Si)] +
∑

l∈E′

πl [O(Sk, l) −O(Sj , l)]



 ,

(19)

while if all the connections in U(Sk) are moved to the path Sj , the potential increases by




∑

i∈U(Sk)

πi



 ·





N
∑

i/∈U(Sj)∪U(Sk)

πi [O(Sj , Si) −O(Sk, Si)] +
∑

l∈E′

πl [O(Sj , l) −O(Sk, l)]



 .

(20)

†It may seem that (17) is equivalent to the following combination:
∑N

i=1
πiJi(S1, . . . , SN ), which would make

it satisfy the requirement of theorem 1; however, this is not true: for every pair of overlapping connections i, j, it

counts πiπj twice, instead of once as in (17), while the elements due to overlaps between connections and links

are counted correctly.
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The expressions in brackets in (19) and (20) are seen to be exact opposites of each other.

Consequently, at least one of the two expressions must be non-positive, i.e. the move in one

of the directions does not increase the potential. However, such a move removes one of the

partially overlapping path pairs, without introducing any new ones; thus, by repeating similar

moves, a POF configuration is eventually reached which, by induction, has a potential no

higher than the original.

Consequently, finding the minimum-potential configuration, just like the min-max cost

configuration (see section IV), is composed of selecting the optimal collection of link-disjoint

paths, followed by optimally assigning the connections to these paths. The next theorem

describes the optimal assignment once a collection of paths is given.

Lemma 5. For a given collection of disjoint paths P1, . . . , PM , the assignment that minimizes

the potential is the one that minimizes
∑M

r=1[C(Pr)]
2.

Proof. For a configuration where the strategies are limited to the given collection of disjoint

paths, the potential expression can be written as

L =
M
∑

r=1









1

2

∑

i∈U(Pr)

∑

j∈U(Pr)
j 6=i

πiπj +
∑

i∈U(Pr)

πiπPr









=

M
∑

r=1





1

2

∑

i∈U(Pr)

πi[C(Pr) − πi − πPr
] + [C(Pr) − πPr

]πPr



 =

M
∑

r=1





1

2
[C(Pr) − πPr

]
∑

i∈U(Pr)

πi −
1

2

∑

i∈U(Pr)

(πi)
2 + [C(Pr) − πPr

]πPr



 =

M
∑

r=1

[

1

2
[C(Pr) − πPr

]2 + [C(Pr) − πPr
]πPr

]

−
1

2

N
∑

i=1

(πi)
2 =

1

2

M
∑

r=1

[C(Pr)]
2−

1

2

M
∑

r=1

(πPr
)2−

1

2

N
∑

i=1

(πi)
2 .

(21)

Since the last two sums in (21) are constant and only
∑M

r=1[C(Pr)]
2 depends on the config-

uration, the lemma follows.

Corollary. For a given collection of disjoint paths P1, . . . , PM , if an assignment balances

the nominal costs in all the paths, then it is optimal (i.e. attains the minimum potential).

Proof. Note that
∑M

r=1 C(Pr) is constant, independently of the configuration. As can be

easily confirmed, for a group of elements with a constant sum, the minimum sum of squares

is attained if all the elements are equal. Hence, such a configuration (if it exists) is optimal.

It is insightful to compare this result with the min-max cost criterion, studied in section IV.

As shown in example 1, the configuration minimizing the maximum cost is not necessarily the

one that equalizes the nominal path costs. Indeed, consider again the parameters of example 1;

namely, π1 = π2 = 100, π3 = · · · = π6 = 10, and a network of two disjoint paths whose

own failure probabilities are zero. It can be seen that the assignment of the two ‘heavy’

connections to one path and the four ‘light’ ones to the other, which was shown to minimize

the maximum cost, is not a Nash equilibrium; indeed, each of the ‘heavy’ connections would

unilaterally prefer to join the ‘light’ group. It is easily verified that the minimum-potential

(and Nash equilibrium) configuration is the one that assigns one ‘heavy’ and two ‘light’

connections to each path; furthermore, in this case, this Nash equilibrium is unique (up to

the specific connection identities in each path).
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We complete this subsection by showing that in the high-sharing case, the potential is

minimized in a configuration that uses the maximum number of disjoint paths available in

the graph. This result is akin to Proposition 1, albeit the exact threshold is slightly different.

Proposition 2. Under the same provisions as in Proposition 1, if

N
∑

i=1

πi > (M − 1)

[

ΣSSP − M · πPmin
+

√

(ΣSSP − M · πPmin
)2 +

M2

4(M − 1)
(πmax)2

]

,

(22)

then any optimal collection of disjoint paths (i.e. in which the minimum potential is attainable)

must have M paths.

Proof. First, consider the lowest potential that is conceivable in M−1 disjoint paths (or less),

attained if every path has a failure probability of πPmin
and the nominal costs in all paths are

perfectly equalized. Then, the potential value (using (21)) is

1

2







(M − 1)

(

πPmin
+

1

M − 1

N
∑

i=1

πi

)2

− (M − 1) (πPmin
)2 −

N
∑

i=1

(πi)
2







=

1

2(M − 1)

(

N
∑

i=1

πi

)2

+ πPmin
·

N
∑

i=1

πi −
1

2

N
∑

i=1

(πi)
2 . (23)

On the other hand, consider the collection of M paths found by SSP, and limit the attention

to configurations where all the paths are actually used (i.e. assigned with one connection at

least). Since the minimum-potential configuration is known to be a Nash equilibrium, it must,

in particular, satisfy C(Pr) − C(Pr′) ≤ πmax for all r, r′; therefore, consider the highest

conceivable potential among such assignments, which is attained, as is obvious from (21), if
∑M

r=1 [C(Pr)]
2

is maximized and
∑M

r=1 (πPr
)2 is minimized.

Without going into the straightforward details, it can be verified that the solution of the

corresponding optimization problem (maximize
∑M

r=1 [C(Pr)]
2
, subject to

∑M
r=1 C(Pr) being

constant and maxr C(Pr)−minr C(Pr) ≤ πmax), for an even M , is attained when M
2 paths

have a nominal cost of 1
M

(

∑N
i=1 πi + ΣSSP

)

+ πmax

2 , and the other M
2 paths have a nominal

cost of 1
M

(

∑N
i=1 πi + ΣSSP

)

− πmax

2 . The value of the target expression,
∑M

r=1 [C(Pr)]
2
, is

then

1

M

(

ΣSSP +
N

∑

i=1

πi

)2

+
M

4
(πmax)2 .† (24)

In addition,
∑M

r=1 (πPr
)2 is minimized if the failure probabilities of all the paths are equal

to ΣSSP

M . Therefore, the minimum potential attainable in these paths cannot be higher than

1

2







1

M

(

ΣSSP +
N

∑

i=1

πi

)2

+
M

4
(πmax)2 − M ·

(

ΣSSP

M

)2

−
N

∑

i=1

(πi)
2







, (25)

Therefore, if expression (23) is higher than (25), then the potential-minimizing configuration

cannot be found in less than M paths. After some straightforward algebraic simplification,

this leads to the quadratic inequality

1

2M(M − 1)
·

(

N
∑

i=1

πi

)2

−

(

ΣSSP

M
− ·πPmin

)

·
N

∑

i=1

πi −
M

8
(πmax)2 > 0, (26)

†As stated, the above holds for even M . If M is odd, the solution is attained when M−1

2
paths have a cost

of 1

M

(

∑N

i=1
πi + ΣSSP

)

+ M+1

2M
πmax, and the other M+1

2
paths have a cost of 1

M

(

∑N

i=1
πi + ΣSSP

)

−

M−1

2M
πmax. It can be verified that the value of

∑M

r=1
[C(Pr)]

2
in this case is less than given by expression (24);

therefore, using (24) in the subsequent derivation yields a correct bound both for even and for odd M .
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from which the proposition follows by solving for
∑N

i=1 πi as the inequality variable (and

retaining just the positive range).

VI. CONCLUSION

We have studied a network path assignment problem that was motivated by the minimization

of blocking probability of backup paths in optical networks. This problem is characterized

by a cost structure in which, unlike the more common bottleneck- or additive-type costs, the

cost of a connection’s path is determined by the other connections overlapping it, regardless

of whether the overlap is on a single link or encompasses many links; thus, it cannot be

defined in terms of a link cost function.

We considered both the optimal path assignment (in the sense of minimizing the maximum

connection cost) and the noncooperative path assignment (where each connection selfishly

chooses its own path), and established several fundamental properties for both. We proved that

an optimal path assignment must exist within the set of partial-overlap-free configurations;

after showing the problem to be NP-hard in general, we identified special cases where it can

be solved efficiently and presented a limit to its approximability in polynomial time. For the

noncooperative context, we showed the resuting scenario to belong to the class of potential

games, and presented several properties of the minimum-potential configuration (which is also

a Nash equilibrium); in particular, we demonstrated that, for a given set of disjoint paths, an

assignment that balances the cost of all paths is also the one that minimizes the potential, but

not necessarily achieves the minimum max-cost.

The model studied in this paper has a generic fundamental significance, beyond the specific

context of path protection in optical networks. Indeed, the factor that distinguishes our work

from various other studies of path assignment problems — namely, the path cost that includes

a component dependent on other overlapping paths, regardless of the number of overlapping

links — is characteristic in any other context where the path cost has an interpretation of

blocking probability, e.g. whenever overbooking of network paths is allowed (i.e., in general,

reserving more resources than the available capacity, in the anticipation that some of the

reservations are not eventually used). Due to this generality, any further results that can be

derived, such as efficient approximation algorithms for the optimal path assignment, have a

potentially significant importance.

Our study was limited to the case in which all connections share the same source and

destination, and extending the results for arbitrary source-destination pairs is a major task

for further study. Since even the decision of existence of link-disjoint paths between two

source-destination pairs is a well-known NP-hard problem (for directed graphs), it seems

that further exploration in this direction would begin by identifying particular classes of

network topologies for which the problem of minimum-cost path assignment could be solved

efficiently.

In this study, we focused on networks with a single wavelength. As explained in section I,

the single-wavelength assumption is adequate even for a multiple-wavelength network, as long

as the backup paths are required to use the same wavelengths as the corresponding primary

paths. The analysis becomes more complicated if the primary and backup paths are free to

use different wavelengths, or if wavelength converters are present in the network. In these

cases, the blocking probability expressions among the wavelengths become interdependent,

and, in particular, the basic assumption of independence among the failure probabilities on

the primary paths of different connections no longer holds; we therefore leave these cases for

future study.
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