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Abstract

In this paper, we consider the scheduling problem where patkets fromK input flows need
to be delivered toK corresponding wireless receivers over a heterogeneousessr channel. Our
objective is to design a wireless scheduler that optimites huffer requirement at each wireless
receiver while maintaining good throughput performanchisTis a challenging problem due to the
unique characteristics of the wireless channel.

We propose a novel idea of exploiting both the long-term amoktsterm error behavior of the
wireless channel in the scheduler design. In addition tactfirst-order Quality of Service (QoS)
metrics such as throughput and delay, our performance sisaly the scheduler permits the evaluation
of higher-order metrics, which are needed to evaluate tffedrequirement. We show that the proposed
scheduler achieves high overall throughput as well as loffebvequirement when compared to other

wireless schedulers that only make use of the instantangwarmel state in a heterogenous channel.
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. INTRODUCTION

We consider the problem where data packets fiormput flows need to be delivered
corresponding wireless receivers via a wireless mediah W& huge success of mobile telephony
coupled with a phenomenal growth of internet users, one scehario is depicted in the wireless
network in the left hand side of Fig. 1. We consider the domknscheduling problem at access
point B as shown in the right hand side of Fig. 1.

Packets (assumed to be fixed size) arriving at the accessgreimueued intd input flows,
where flowj comprises packets destined for wireless recgiv&éhe wireless scheduler allocates
fixed-size time slots corresponding to the transmissioe tifone packet to each flomaccording
to its priority parameter-.

The design of the wireless scheduler is an important probiemireless networking for:

(a) Wireless application development, since it determihesQuality of Service(QoS), such
as throughput and delay guarantees, that the network cgogupnd

(b) Wireless receiver design, since it determines the buffguirement at each wireless
receiver, which is limited due to size and processing powmrstraints of portable wireless
devices.

In addition to the input flow parameter{, while the capacity of a wired link is usually
assumed to be constant, the wireless link is characteriged (@) high channel error rate (b)
bursty and time-varying channel capacity and (c) locati@peshdent channel capacity. This

makes the design of a wireless scheduler a hard and chaltepgoblem.

A. Related Work

The design of scheduling policies to meet QoS objectives awsired link is a well-studied
problem ([1], [2], [3], to name a few). Since these guarasitee longer hold over a wireless link,
attempts were made to incorporate the effects of the chavaghcteristics into the guarantees.
E.g., in [4], the authors studied the delay performance afrple ARQ error control strategy
for communications over a bursty channel fosiagle flow. In [5], the author investigated the
characteristics and traffic effects of variable-rate comitation servers. However, the scheduling
policy considered is nathannel-awaresince the channel is assumed to be location-independent.
Channel-awareness is considered in the resource allocataiiem in [6], where the authors

characterized the stability properties of the system anggsed an optimal allocation policy that
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Fig. 1. Wireless scheduling scenario

maximizes throughput and minimizes delay. However, theltespply only when the channel
errors are time-uncorrelated.

An alternative approach is to utilize feedback from eacleires to predict thenstantaneous
channel state (i.e., whether it is erroneous or error-feee) thelong-termbehavior such as
the burstiness of that channel. Due to characteristicsr{fi)(e), it is highly likely that at least
one receiver with an error-free channel exists at any insta@nce, in channel-state dependent
(CSD) schedulers proposed in [7], [8], by restricting the didates for transmission to those
with predictederror-free channels, channel efficiency can be optimized9]l, [10], the authors
considered the downlink scheduling problem in a CDMA systémthis case, the channel
information is embedded in the measured data rates, anduthera proposed an exponential
rule that optimizes the throughput.

A comprehensive survey of variants of CSD schedulers thderdih the mechanism of
selecting thenstantaneou&est’ flow to transmit while trading-off amongst variousrfsgmance
constraints such as throughput, fairness and delay canuipel fio [11]. In particular, the concept
of ‘compensation’ was introduced in CSD schedulers propasdd?], [13], [14], [15], [16],
[17] to achieve a tradeoff between channel efficiency shdrt-term fairnesgrovision. These
schedulers can be mapped to the unified scheduling aralmiéeptoposed in [18]. In addition,
the QoS performance of these schedulers in terms of firgrarebtrics such as throughput and

delay are evaluated in this work.



B. Contributions of This Paper

In this paper, we propose a wireless scheduler that pansittbe receivers according to the
burstiness of its channel, and then applies different adiveyl mechanisms to each partition.
We present a detailed performance analysis of the propas$esdisler using the framework from
our earlier work [19], and show that it achieves a good badretween wireless receiver buffer
requirements and throughput under a heterogeneous véretesronment.

Hence, our contributions are two-fold: (a) Unlike recenpisoposed CSD schedulers that
exploit only the instantaneous behavior of the wirelessnokg our scheduler introduces the
novel concept of exploiting the long-term behavior as welll §b) Contrary to prior work on
QoS analysis that focused on first-order metrics such asghgut and delay, our analysis allows
the computation of second-order metrics, which are essefoti the evaluation of the wireless
receiver buffer requirement.

The rest of the paper is organized as follows: In Section d Hh we define the wireless
channel and the wireless scheduling problem consideredrirstody. In Section IV, we define
our proposed scheduler which is analyzed in Section V. Nigalkresults that illustrate the
trade-off between buffer requirement and throughput arsbwugrious schedulers are presented

in Section VI. Concluding remarks are presented in Sectidn VI

C. Notations

For simplicity of notations, for any discrete variabié, the superscripf and subscripti
always correspond to thitlow andslot indices respectively. We denote the vectetsandz; as
comprising the elementsrf I and {a:{ le respectively, wheré is a relevant space spanned
by i. In addition, we usep.(X), E[z] and Var[z] to denote the probability density function

(pdf), mean and variance afrespectively.

II. WIRELESSCHANNEL MODEL

Since the performance of a wireless scheduler is influengetthdo channel characteristics, it
is pertinent to define the channel model considered in oulystLet c denote theifistantaneous
or short-tern) channel state variable. A typical channel model that aagtihe characteristics
(a) to (c) defined in Section | is the Gilbert-Elliott chanij20], wherec! € {0, 1} behaves



according to a Two-State Markov Chain (2SMC). Such a modelusilysspecified in terms of
(pei (1]0), p.i (0]1)), where

po(zly) = Probg/=x | c_;=y)

andp. (C) is given as follows:

P.j (0[1) C —n.
. — p.; (110)+p,;(0[1)° e
Pes <C) - pcj(llo) C = ].

However, we specify the channel model in terms pf (0), /), wherep,;(0) describes the
steady state probability of the channel of flpvbeing in state 0 and’ = p.;(1]0) + p.; (0|1)
describes thdong-termbehavior of the channel and indicates the levekgility of the error
behavior across successive slots for fljowor smalle, we can categorize the channel according
to o’ as follows:

€, Persistent channel

o = 1, Uncorrelated channgl

2 — ¢, Oscillatory channel
We assume that when the channel is in state 0(1), packetniisgiens are always (never)
successful. In addition, the wireless receivers are sefitty separated spatially such that the
channel state of different flows are independent.

We define the decimal equivalent of the binary sequetiod ' --- ¢! (denoted bycX) as
the ensemblechannel state variable, with state space given{byl, 2, - - - 25 — 1}. Therefore,
the corresponding state transition probability ma@ff, is of dimension2” x 2% and can be
computed, forK > 2, using the following recurrence relation:

o _ | € pe(010) O pec(110)
- CF 7 pec(0]1) CF71 e pere (1]1)

where
Dt (O’O) Dt (1’0)
pcl<0’1> pcl(1|1)

If we define f, = [pag(C)]éigl, then, for anyN>0, we have:

c' =

N
Jin = LiX HQK (1)
u=1



[1l. SCHEDULING PROBLEM

For optimal performance, the design of a wireless schedulgst consider both the input
characteristics (e.g., packet arrival statistics at)cas well as the channel parameters (0),o”)
of each flowj. Our focus is to study the influence of the channel on the sdbedesign. Hence,
the effects of the input characteristics can be isolateddsyiming (a) continuously backlogged
input flows (thus, eradicating the effects of arrival stat& and (b) input homogeneity i.e:
=r=11<j<K.

Next, we specify the requirements of the wireless schednlegrms of performance metrics.
We show that these metrics can be computed by evalugfingv), wheren’ denotes the Head-

of-Line (HOL) packet delay of flow.

A. Overall Throughput (W)

We define the throughput of floyy W7, to be the expected number of packets of flpw
transmitted successfully in each slot. Due to the assumputicontinuous backlog in each input
flow, W7 is related ton’ as follows:

1
E[ni]

Since wireless bandwidth is a scarce resource, it is ddsitabmaximize the overall throughput,

Wi =

W, where

(2)
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B. Buffer Size (B) to sustain overflow raté) (

Since each wireless receiver is limited in terms of buffeesthe wireless scheduler has to
maintain an acceptable packet dropping rate due to bufferflow. Under high load conditions
and assuming zero propagation delay in the wireless mewgaminimum buffer sizeB’, to

sustain a packet dropping rate, for flow j can be approximated as follows [21]:




where
Var[n|
2E[](1 = p)

X is the constant wireless receiver service times ﬁ and [y| denotes the smallest integer

Elw!] =

greater than or equal tp For a givenE[r’], we note thatB’ increases with ar[n’|, and hence,

it is desirable for the wireless scheduler to have a small H@tket delay variation.

IV. A HYBRID CHANNEL-STATE DEPENDENT/ FAIR-AGGREGATIONSCHEDULER FOR

HETEROGENOUSCHANNELS

In this study, we consider a CSD scheduler model that is sirtoléhe one defined in [7] and
maps to the unified wireless scheduling architecture defmgtB]. It comprises a slot allocation
policy, a channel status monitor, an arbitration scheme apdcket dispatcher, as depicted in
Fig. 2(a).

A. Slot Allocation Policy (SAP)

The SAP allocates each sloto flow «a; to fulfill the performance requirements specified in
Section lll. Since the allocation is independent of the clgrconditions, the performance is
only guaranteed under error-free conditions.

We restrict the choice of the SAP to loop schedulers of &zg.e., a;, r=a;), whereR =
Zle r7, as they are simple to implement and are mathematicallyaipée Specifically, in this
paper, we consider a simple Weighted-Round Robin (WRR) allatgtiicy, which simply

allocatesr! slots to flow 1 followed byr? slots to flow 2 and so on.

B. Channel Status Monitor (CSM)

We assume that the CSM receives feedback (assumed ideal)efromwireless receiver at
the end of each slot. Hence, at the beginning of sl¢t’_ . m > 0}, is available and is used
to generate the predictioéf{, of the current channel staté’. In order to maximize channel
efficiency, a flow;j is eligible for transmission in slot only if cf =0.

We consider a probabilistic one-step predictor with patansep,,p;) defined as follows:

S 5 € =0;
Probd =i, [, =c) = {0 ° 3)
pj, c¢=1.

The predictor parametergy(p;) are typically close to 1 since most channels are bursty taraa
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Fig. 2. (a) CSD and (b) Hybrid CSD-FA Scheduler Models

C. Arbitration Scheme (AS)

Based on ¢, Ef() the AS determines thkesteligible flow j to transmit in sloti according

to the following heuristic:

a;, é;ll = 07
_ » _ @
Arb(c; ), otherwise
where Arb() is used to select an alternative eligible flow to transmit vflew «; is not eligible
for transmission. We consider uniform arbitration in thiady, where all eligible flows have
equal priorities to be selected for transmission, i.e.,

R L 5ed;
Prob(Arb(@; ) = j) = Gl J (5)
0, otherwise

whereG = {arg, <,,< x.mq, ¢i* = 0}. Hence, the likelihood that a particular flow will be selette

for transmission depends only on its channel condition.

D. Packet Dispatcher (DISP)

The DISP dispatches the HOL packet of flgwior transmission, and stores a copy of the
packet in a buffer. If the transmission is unsuccessful,iit wsert the packet at the HOL of

flow j.

E. Definition of (K)V,) CSD-FA Scheduler

In our prior work [22], ahomogeneoushannel was analyzed, i.e., foKlj < K,

(pcj (0)7 aj) = (pc(0)7 a) (6)



In that work, a stochastic analysis of the CSD scheduler wesnpeed and the stationary packet
delay distribution derived, from which various useful perhance metrics are obtained. We also
introduced a Fair-Aggregation (FA) Scheduler, which symglispatches packets from each input
flow in a round robin manner into a single queue before trassiom into the wireless media in
a FIFO manner. Based on numerical results, it was deducedvttilgt the FA scheduler achieves
better QoS performance when the channel is uncorrelatedC8D scheduler is superior when
the channel is persistent.
Hence, if the assumption of channel homogeneity in Eq. (6¢lsxed with respect ta’/ as

follows, wheree; ~ O:

o e 1 <j <N, (Gp); @)
1.0, N,+1<j<K (Gpa).
then we can achieve the relative merits of CSD and FA schegldin partitioning the input
flows into (Gp,,Gp;) according tan’ and applying the respective scheduling mechanism to each
group. We denote such a hybrid scheduler ak,af) CSD-FA scheduler.

The mechanism of the scheduler can be described in two stagbée first stage, the scheduler
dispatches packets from flows @, in a round robin manner into a single queue. If we denote
this queue byN,’, then the second stage comprisesVat+1-flow CSD scheduler (with flow
composition given byGp; U N)), wherer = [1 ---,1K-N,]. This is illustrated in Fig. 2(b).

We note that theK,N,) CSD-FA scheduler is in fact a generalization of tkelow CSD
scheduler and K-flow FA scheduler; aK,K) CSD-FA scheduler is equivalent tokaflow CSD

scheduler while aK,0) CSD-FA scheduler corresponds td&alow FA scheduler.

F. lllustration of Mechanism of (KY,) CSD-FA Scheduler

We llustrate the mechanism of our proposed scheduler byidering a (4,2) CSD-FA
scheduler that usesdeterministicone-step channel predictor, whesg= p; = 1 in Eq. (3).

According to Section IV-E, the (4,2) CSD-FA scheduler is gglént to a 3-flow CSD
scheduler withr = [1 1 2], as depicted in Fig. 3(a). Hence, assuming thaf, the allocation

sequenceg, is given as follows:

a = [272/72/717272,72,717"'}
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Fig. 3. (a) Components and (b) lllustration of the (4,2) CSD-FA Scleedu

In addition, we assume that flow 2’ contains a flow 4 packetsatHOL at the beginning of
slot 1, and that,=[0 0 1 0]. LetT'X; denote the flow index of the packet transmitted in slot
Then, the evolution off X corresponding to some channel process depicted in Fig. 3(b).

Since a,=2 and =0, according to Eq. (3)¢?=0. Hence, according to Eq. (4), flow 2 is
selected for transmission. However, sinéel, the transmission is unsuccessful. The next slot
is allocated to flow 2'. Since the HOL packet of flow 2’ belongsflow 3 andc3=0, flow 2’ is
selected for transmission. The transmission is successfoéc3=0.

Slot 3 is again allocated to flow 2’ according to the WRR policpwéver, since its HOL
packet belongs to flow 4 ang=1, ¢3=1, and hence its transmission is deferred. Siree3=0,
¢3=¢3=0, and according to Eq. (5), flow 1 and 2 are equally likely écsblected for transmission.

We assume that flow 2 is selected, and its transmission iessftd since2=0.

V. PERFORMANCEANALYSIS OF (K,N,) CSD-FA SCHEDULER

In Section 1ll, we showed that by computing(/N), we can obtain the required performance
metrics used to evaluate the wireless scheduler. We begnséttion with an outline of the
matrix formulation proposed in our earlier work in [19] toadwatep,,(N) for a general CSD
scheduler. We show how this formulation is applied to ev&lyg;(N), f € Gp;. Then, we
detail the analysis to derive the corresponding(N) for f € Gps.

A. Evaluation ofp, (V) for K-flow CSD scheduler

Let Sg; (Fji) denote &Buccessful (dEerred orFailed) transmission of flow in a slot allocated

to flow a;. The probability of occurrence df! is determined by the AS, the values of(, ¢~
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andi. Conversely stated, givenand the AS, the occurrence 6f£ Imposes a constraint on
[pzﬁl(c*)]gigl and [pgf(C)]QCigl. Hence, we define theonstrained state transition matrifor

eventS! as follows:

ST = D, (S])xC"xD.(S]) (8)

—a; —i—1

Wheregm(S({i) is a diagonal matrix such that the diagonal element of nows the probability

that S/ will occur if e¥'=m-1. Since the eventS! and F;/ are complementary,

St +F = CX

—a; —a;

Hence,F’ can be evaluated fromi’/ and C*.

If we define theconstrainedpdf of the channel state as follows:

f(EL) = [Prolc = C, Ef occurg|2_;!

a;

whereE € {S, F'}. Then Eq. (1) can be written as follows

i+N

f{ELVE) = < 11 &

u=1+1
from which we have

Prot{EZ }it occurs| i) = Zi{ Y

C=0

i+N 1

= fED) < ] £
u=1+1 1

Un-conditioning oni, we have the following:

i+N 1

Prob({E/ }: occurg = Zf )x [] B %

u=i+1

1

The HOL packet delay for flow is N slots when consecutive successful transmissions of fllow
take placeN slots apart. In other words, E/ }otY = {SI {F/ 125" SI_ }, thenp,s(N)

u=1~a;1 N

*Note that the notationﬂz refers to a sequence of matrix products in the order a,a+1,a+8,



12

can be evaluated as follows:

pur(N) = Prob(SI {F] }\5' 5],  occurs

u=1" a;+ N

K i+N—1 1
= 2 M ] B < 8]~
i=1 u=itl - ]

Expressions fof f(S7)}f, _; can be evaluated by a recurrence relation in term{sétgf}faizl.
The evaluation of the latter depends on the predictor paemsieh,,p;), as well as the arbitration

function, Arb(). Details of these evaluation can be found in [19].

B. Evaluation ofp,s(N) for Flow f € Gp, of (K,N,) CSD-FA Scheduler

We can apply the framework described in Section V-A in thdwatéon of p,,s (N), f € Gpy,
by defining an equivalen,+1-flow CSD scheduling scenario with the following paramster
S 1,€1), 1 <7< Ny
RN A 1= (©)

(K — N,,1.0), j=N,+1.
pcj(o) = pc(o)v 1 SJ < Np+ 1

Let us define the probabilistic parameteps, {p;) as follows:

ps, = Prob(a flowe Gp; will transmit successfully)

pg = Prob(a flow will defer a transmission attempt)

Then, E[n/] can be expressed in terms ¢f, (,ps) according to the following theorem:
Theorem 1:For the channel process defined in Eg. (7), the expected H@kepalelay for
flow f € Gp, for a (K,N,) CSD-FA scheduler is given as follows:
E[n'] = ENU-p)
Psi [Np(1 = pa) + (K = 1)(pa —py"" )]
where p;,,pq) can be expressed in terms @f.(0),e;) and @;,p;) as follows:

Psi = Pe(0)[po(1 = €1+ €1 - pe(0)) + (1 = pe(0))(1 — py)ei] (10)

Pa = pc(())(l - pf)) + (1 - pc<0))pi
Details of the proof of Theorem 1 can be found in Appendix I.
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C. Evaluation ofp,s(N) for Flow f € Gp, of (K,N,) CSD-FA Scheduler

In order to simplify the analysis, we assume that any flow Gp, only transmit in slots
allocated toG'p,. According to Eq. (7), since’/ = 1.0, Vf € Gps,

Ps; = Pe(0)[pope(0) + (1 = pe(0))(1 = pi)]

Let us denoteps, = 1-p,, as the probability that no successful fldwtransmission occurs in a
given slot, wherd € Gps,.

Assume that flowf transmits in slo§, 1< ;5 < N, where N,=K-N,, is the number of flows
with uncorrelated channels. From Fig. 4, we note tNatl packets, one from every other flow,
must be transmitted before the next flbypacket transmits in slat where X i (modK)< N,.
Since there aréV, available transmission slots in the intervpt1;j+K], we havei> K+j. Over
the interval [+1:-1], if we write i=q- K+r, then there ar@: N,+r-j-1 available transmission
slots in this interval, out of whichV,-1 slots must contain successful transmissions. In additio
since the system is homogeneous with respect to flowspi under steady-state conditions,
is uniformly distributed in the intervald j< N,. Therefore, we can write the following fop
K+ and K r, j< N,:

¢ Nuy+r—35—1\, N, —1,7—J
. — ps p§ pS
Proi=q-K+r) = ( Ny =1 ) 2 2
Ny
Sincen/=i-j, p,s(N) is obtained foN> K and X r, j < N, as follows:
Ny+r—j—1 wT—J
(vt )plps,”

pur(g- K +r—j) = N (11)
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Using Eqg. (11), we obtain an expression #fn/] in the following theorem:
Theorem 2:For the channel process defined in Eq. (7), the expected H@kepalelay for
flow f € Gp, for a (K,V,) CSD-FA scheduler is given as follows:

K
E[nf] = —
Ps
Proof: Using Eq. (11), we comput&|n/] as follows:
Ny, 1 Ny oo Ny
Epn'] = Z(ZZ+ZZ>[q-K+r—J’]-pnf(q-K+r—j>
7j=1 q=1 r=j q=2 r=1
1 oo Ny
al - Ny+r—7—-1 w
= 1)
+ A" T e
j=1 q¢=1 r=j q=2 r=1

We can simplify the above expression by noting that the egpbof the ternp.(1) ranges from

0 to oo, and by evaluating the coefficient §p.(1)*}5°,, we obtain the following expression:
Enf] = Z}(N+wlﬁﬁwmmw (12)

From binomial theorem, we have the foIIowmg result:

= (w+ p) 1
> yo= (13)
wo( p (1 —y)rt!
Differentiating Eq. (13) with respect tg, we obtain
= [(w+ p) w1 p+1
Z w Yy - (14)
~ ( p (1 —y)rt2

Substituting Eq. (13) and Eq. (14) into Eq. (12), we obtai@ éxpression fo&’[n/] as given in
Theorem 2. [ |

VI. NUMERICAL RESULTS

In this section, we compare the overall throughpt,as well as the wireless receiver buffer
requirement,B, between aK,N,) CSD-FA scheduler and &-flow CSD scheduler for the
heterogeneous channel process defined in Eq. (7). We demotenetric A corresponding to
schedulerr by A,.

Based on Theorem 1 and 2, we have the following expressioffof] for the K,N,) CSD-FA
scheduler:

A I € Gpa.

Psy

KNp(l pd) .
€ Gpq;
E[nf] = {p31[Np(1pd)+(K D(pa—rpy? ) / b
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Hence, according to Eq. (2Wcsp_ra Can be evaluated as follows:

Koo
Wesp-ra =
2. T

v PN = pa) + (K = D(pa—py" )] vy Ps
- K - Ny(1 = pa) =) K
L p[Ny(L—pa) + (K = D)(pa—py”")] B
- K[ (1 o pd) + (K Np)psz] (15)
The corresponding expression fdfcsp (Appendix 1) is given as follows:
W, iw + (K = N)p,,] (16)
CcSD (1 — pd)K pPs; p)DPss

Since the channel process is heterogendiisy# B* for j # k. Therefore, we evaluate the
buffer requirement of scheduler in terms of itsaveragebuffer requirementB2"9, defined as

follows:

B = 1Y B

= =
IR

A. Comparison of Throughput and Buffer Requirement of CSD#6A@SD scheduler

For a givenK and assuming deterministic one-step channel predictien, fi;=p;=1), the
metricsW and B*9 depend on the flow compositiody,, as well as the channel parameters,
(p.(0),e1). We illustrate the effects of each parameterwrandB for K = 7, 5 = 0.01 andp =
0.99.

1) Effects of flow compositiorVe consider the variation aB**9 with N,, for p.(0)=0.9 and
€1=0.1 in Fig. 5(a). The corresponding plot f@&/ is given in Fig. 5(b).

As the composition of flows with persistent channels (i/é,) is increasedW is increased
since the accuracy of channel prediction is better for pest channels. This reduces the
likelihood of a wasted slot due to erroneous prediction. Cameg toW-sp, the throughput
degradation due to flow aggregation is relatively invariaith NV, and is within 2%.

Since flows with uncorrelated channels have lower delayatian, the average buffer require-
ment is increased as the proportion of flows with persistémainoels is increased. However,
B&E, i < BiEp due to flow aggregation, and the resultant reduction in buéfiquirement is

significant (up to 7%) for small values ofN,,.
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Fig. 5. Effects of N, on (a) Average buffer requirement and (b) Overall throughputasfous schedulers fas.(0)=0.9 and
€1 = 0.1

2) Effects of channel qualityNext, we consider the variation d#**¢ with p.(0) for N,=3
ande;=0.1 in Fig. 6(a). The corresponding plot f@/ is given in Fig. 6(b).

As the channel quality is improved (i.ep.(0) is increased)W is increased since more
transmission attempts will occur and the likelihood of sssful transmission is increased. It is
interesting to note that flow aggregation actually achievatight gain in throughput compared
to the CSD scheduler when the channel quality is ppgi0{ <0.7). This trend is reversed when
channel conditions improve. However, the difference irotighput performance between both
schedulers is very marginal (within 2).

The buffer requirement is reduced as the channel qualimgaved, since delay variation is
reduced as flows are more likely to transmit in slots alloddatethem. The reduction in buffer
requirement as a result of flow aggregation is significantt@up0).

3) Effects of channel burstineskastly, we consider the variation &f**9 with ¢; for p.(0)=0.9
and N,=3 in Fig. 7(a). The corresponding plot f@¥ is given in Fig. 7(b).

As the channel fop; flows become less persistent (i.e.,is increased)WV is reduced since
the accuracy of channel prediction is reduced. This ine®#se likelihood of a wasted slot due
to erroneous prediction. Comparedii@.sp, the throughput degradation due to flow aggregation

is relatively invariant withe; and is within 2%.
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Since the buffer requirement of any flow Gp, is independent of;, the metricB.d, 14 IS
determined by the variation of the buffer requirement of 8awGp,. It is interesting to note
that B*v9 for both schedulers is reduced initially asis increased, but is increased with further
increase ine;. However,B&d, -, < B{dp, and the resultant reduction in buffer requirement

is significant (up to 45%).

B. Discussion

A common observation from Section VI-A is a trade-off betwetaroughput and buffer
requirements between the CSD-FA and CSD scheduler: The CSztedsler results in a sig-
nificant reduction in the wireless receiver buffer requiestrat the expense of reduced throughput
compared to the CSD scheduler. In fact, since the throughggradation is marginal compared
to the reduction in buffer requirement, the CSD-FA schedidezffective in maintaining good
overall performance.

Our current analysis assumes a simplistic WRR scheduler aSARe However, in [23], we
study the performance of various loop schedulers in termts afelay variation and our analysis
indicate that the WRR scheduler exhibits the worst-case pe#ince over the entire class of loop

schedulers. Hence, the performance of the CSD-FA schedafebe enhanced by considering



18

K=7.p(0)=0.9.N=3

K=7,p(0)=0.9.N=3

— CSD-FA
— CSD

75

70r

65

60

551

50

Buffer Requirement
Overall Throughput, W

451

401

35+
0.89r

301 _

25
5

. . . . . I gl . . . . . . . I
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Channel Parametes, Channel Parametes,

@) (b)

Fig. 7. Effects ofe; on (a) Average buffer requirement and (b) Overall throughputasfous schedulers fags.(0)=0.9 and
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other loop schedulers for the SAP. Several arbitration reeseare proposed in [19] which may
result in performance enhancement over uniform arbitnatiehich is assumed in our study.
Our analysis in Section V-C assumes that each flow Gp, is permitted to transmit only
in slots allocated to the aggregate flaWj. As a result, the overall throughput computed using
Eg. (15) is actually a lower bound to the actual achievabteuphput, since slots allocated
to Gp, are actually available to flows Gp,. The corresponding buffer requirement computed
represents a lower bound since the delay variation of any fllenGGp, is minimized as a result

of the assumption.

VIl. CONCLUSIONS

In this paper, we consider the scheduling problem where pitkets fronK input flows need
to be delivered t&K corresponding wireless receivers via a heterogeneousessrehannel. Our
objective is to design a wireless scheduler that optimikesbuffer requirement at each wireless
receiver while maintaining good throughput performance.

We propose a hybrid scheduler that exploits both the shod-lang-term error behavior of
the channel of each flow so as to achieve high overall throutgag well as low receiver buffer

requirements. The scheduler first partitions the flows afingrto their long-term error behavior
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(persistent/uncorrelated) such that flows with uncoreglathannels are fairly aggregated. The
aggregated flow is then scheduled alongside the remaining flath a channel-state dependent
scheduler, that exploits the short-term error behavior &ximize channel efficiency.

We compare the overall throughput as well as receiver buéquirements of our proposed
scheduler and a channel-state dependent scheduler. Quasebscheduler achieves good overall
throughput as well as low receiver buffer requirementss tsiwessing the importance to exploit
the long-term error behavior in addition to the instantarsechannel state in the design of
wireless schedulers. These parameters can be evaluategl aisheasurement-based algorithm

proposed in [24].

APPENDIX |

THROUGHPUTPERFORMANCE OFK-FLOW CSDAND (K, N,) CSD-FASCHEDULER

We define the following notations:

pei = Prob(flow]j will defer a transmission attempt)

psi = Prob(flowj will transmit successfully)

According to the transmission heuristics ofkaflow CSD scheduler, a flow will defer any
transmission attempt in any slot if it predicts an erronechisnnel. In addition, a transmission
will be successful only if it predicts an error-free chanaal the prediction is correct. Using

the above heuristics, we obtain the following expressi@nyi,,p,;) as follows:

po = POl — (1= pi(0)e’] + (1~ BO)(1 ~ py)pi(0)a?

po = pLO)(1—pg)+ (1 —pl(0)p;
For the channel defined in Eq. (7), the above parameters canrmified as follows:
Pe(0)pg[1 = (1 = pe(0))er] + (1 = pe(0))(1 = p1)pe(O)er, j € Gpu;

P2(0)py + (1 = pc(0))(1 = p;i)pe(0), j € Gps.
P = Pa=pe(0)(1—pg)+ (1 —pc(0))p;

Dsi



If Wil denotes the throughput of flojuin slot i, then forj # a;:
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wiles = Prob(flowa; will not attempt transmission)Prob(flow] will transmit successfully)

{ Prob(none of remaining&-2 flows will attempt transmission)

1 . . .
+ §Prob(1 of remaining<-2 flows will attempt transmission)

K2 (K=2)(q _ ) vk K2k
= paps Y G0 rsy

P k+1

psipa(l —pi ")

(K = 1)(1 = pa)

Hence, we have the following:

Wﬂai Psi,

Un-conditioning ona;, we obtain the following expression féF/:

,1)

p.ipa(1—p}
(K=1)(1-pa) ’

1 - . .
1Prob(all of remainingK-2 flows will attempt transmissiof)

K
B (K =2\ gy 1(K -2\ g_4
= pdps.7{< 0 )pd +2( 1 )pd

J = a;

otherwise

K Tai
>
Cl,i:l R
N e i € R
R™ TR (K- pa)
If we define the following notation:
DPsis ] € Gpla
Ps; = ]
psi, J € Gpa;
then we have the following expression fdfosp:
K
Wesp = ZWJ
j=1
Ny K

(1—Pd)+~-~+ﬁ(g:;)(l—m)[@g}

(17)
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A. Rate Homogeneous K-flow CSD Scheduler

In this case, we have’ = 1 and henceR = K. Substituting into Eqg. (18), we obtain the

following, thus verifying the expression in Eq. (16):

N,
= K — 1pg,pa(1 —p¥ — 1 pgpa(l —ph=)
W, - —DPs + ps
S ER T i %: S )
1—pK
= (1 _pdC;K[Nppﬁ + (K - Np)p82

B. Rate Homogeneous (X,) CSD-FA Scheduler

According to Section V-B, this is equivalent to/é,+1 scheduler with the flow and channel
parameters as given in Eq. (9). We can use Eq. (17) With V,+1 to obtain the conditional

throughput,iW7!%, for j € Gp, as follows:

pyilai Psi . J = a;
. 1— .
p—ﬂ\’,’pd((l_ ;’j) ), otherwise

Un-conditioning ona;, we obtain the following expression féF/:

K
. ri .
Wi = Wilas
2
_ L K lpaplopy”)
K™ K N,(1 — pa)
_ &[Np(l — pa) + (K — 1)pa(1 —pﬁlvp)]
K Np(l —pd)
Since E[n’] = w5, Theorem 1 is verified.
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