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Abstract

In this paper, we consider the scheduling problem where datapackets fromK input flows need

to be delivered toK corresponding wireless receivers over a heterogeneous wireless channel. Our

objective is to design a wireless scheduler that optimizes the buffer requirement at each wireless

receiver while maintaining good throughput performance. This is a challenging problem due to the

unique characteristics of the wireless channel.

We propose a novel idea of exploiting both the long-term and short-term error behavior of the

wireless channel in the scheduler design. In addition to typical first-order Quality of Service (QoS)

metrics such as throughput and delay, our performance analysis of the scheduler permits the evaluation

of higher-order metrics, which are needed to evaluate the buffer requirement. We show that the proposed

scheduler achieves high overall throughput as well as low buffer requirement when compared to other

wireless schedulers that only make use of the instantaneouschannel state in a heterogenous channel.
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I. I NTRODUCTION

We consider the problem where data packets fromK input flows need to be delivered toK

corresponding wireless receivers via a wireless media. With the huge success of mobile telephony

coupled with a phenomenal growth of internet users, one suchscenario is depicted in the wireless

network in the left hand side of Fig. 1. We consider the downlink scheduling problem at access

point B as shown in the right hand side of Fig. 1.

Packets (assumed to be fixed size) arriving at the access point are queued intoK input flows,

where flowj comprises packets destined for wireless receiverj. The wireless scheduler allocates

fixed-size time slots corresponding to the transmission time of one packet to each flowj according

to its priority parameterrj.

The design of the wireless scheduler is an important problemin wireless networking for:

(a) Wireless application development, since it determinesthe Quality of Service(QoS), such

as throughput and delay guarantees, that the network can support, and

(b) Wireless receiver design, since it determines the buffer requirement at each wireless

receiver, which is limited due to size and processing power constraints of portable wireless

devices.

In addition to the input flow parameter,rj, while the capacity of a wired link is usually

assumed to be constant, the wireless link is characterized by a (a) high channel error rate (b)

bursty and time-varying channel capacity and (c) location dependent channel capacity. This

makes the design of a wireless scheduler a hard and challenging problem.

A. Related Work

The design of scheduling policies to meet QoS objectives over a wired link is a well-studied

problem ([1], [2], [3], to name a few). Since these guarantees no longer hold over a wireless link,

attempts were made to incorporate the effects of the channelcharacteristics into the guarantees.

E.g., in [4], the authors studied the delay performance of a simple ARQ error control strategy

for communications over a bursty channel for asingle flow. In [5], the author investigated the

characteristics and traffic effects of variable-rate communication servers. However, the scheduling

policy considered is notchannel-awaresince the channel is assumed to be location-independent.

Channel-awareness is considered in the resource allocationproblem in [6], where the authors

characterized the stability properties of the system and proposed an optimal allocation policy that
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Fig. 1. Wireless scheduling scenario

maximizes throughput and minimizes delay. However, the results apply only when the channel

errors are time-uncorrelated.

An alternative approach is to utilize feedback from each receiver to predict theinstantaneous

channel state (i.e., whether it is erroneous or error-free)and thelong-term behavior such as

the burstiness of that channel. Due to characteristics (b) and (c), it is highly likely that at least

one receiver with an error-free channel exists at any instant. Hence, in channel-state dependent

(CSD) schedulers proposed in [7], [8], by restricting the candidates for transmission to those

with predictederror-free channels, channel efficiency can be optimized. In [9], [10], the authors

considered the downlink scheduling problem in a CDMA system.In this case, the channel

information is embedded in the measured data rates, and the authors proposed an exponential

rule that optimizes the throughput.

A comprehensive survey of variants of CSD schedulers that differ in the mechanism of

selecting theinstantaneous‘best’ flow to transmit while trading-off amongst various performance

constraints such as throughput, fairness and delay can be found in [11]. In particular, the concept

of ‘compensation’ was introduced in CSD schedulers proposedin [12], [13], [14], [15], [16],

[17] to achieve a tradeoff between channel efficiency andshort-term fairnessprovision. These

schedulers can be mapped to the unified scheduling architecture proposed in [18]. In addition,

the QoS performance of these schedulers in terms of first-order metrics such as throughput and

delay are evaluated in this work.
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B. Contributions of This Paper

In this paper, we propose a wireless scheduler that partitions the receivers according to the

burstiness of its channel, and then applies different scheduling mechanisms to each partition.

We present a detailed performance analysis of the proposed scheduler using the framework from

our earlier work [19], and show that it achieves a good balance between wireless receiver buffer

requirements and throughput under a heterogeneous wireless environment.

Hence, our contributions are two-fold: (a) Unlike recentlyproposed CSD schedulers that

exploit only the instantaneous behavior of the wireless channel, our scheduler introduces the

novel concept of exploiting the long-term behavior as well and (b) Contrary to prior work on

QoS analysis that focused on first-order metrics such as throughput and delay, our analysis allows

the computation of second-order metrics, which are essential for the evaluation of the wireless

receiver buffer requirement.

The rest of the paper is organized as follows: In Section II and III, we define the wireless

channel and the wireless scheduling problem considered in our study. In Section IV, we define

our proposed scheduler which is analyzed in Section V. Numerical results that illustrate the

trade-off between buffer requirement and throughput amongst various schedulers are presented

in Section VI. Concluding remarks are presented in Section VII.

C. Notations

For simplicity of notations, for any discrete variablexj
i , the superscriptj and subscripti

always correspond to theflow andslot indices respectively. We denote the vectorsxj andxi as

comprising the elements{xj
i}

I
i=1 and{xj

i}
K
j=1 respectively, whereI is a relevant space spanned

by i. In addition, we usepx(X), E[x] and V ar[x] to denote the probability density function

(pdf), mean and variance ofx respectively.

II. W IRELESSCHANNEL MODEL

Since the performance of a wireless scheduler is influenced by the channel characteristics, it

is pertinent to define the channel model considered in our study. Let c denote the (instantaneous

or short-term) channel state variable. A typical channel model that captures the characteristics

(a) to (c) defined in Section I is the Gilbert-Elliott channel[20], wherec
j
i ∈ {0, 1} behaves
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according to a Two-State Markov Chain (2SMC). Such a model is usually specified in terms of

(pcj(1|0), pcj(0|1)), where

pcj(x|y) = Prob(cj
i =x | c

j
i−1=y)

andpcj(C) is given as follows:

pcj(C) =







p
cj (0|1)

p
cj (1|0)+p

cj (0|1)
, C = 0;

p
cj (1|0)

p
cj (0|1)+p

cj (1|0)
, C = 1.

However, we specify the channel model in terms of (pcj(0), αj), wherepcj(0) describes the

steady state probability of the channel of flowj being in state 0 andαj = pcj(1|0) + pcj(0|1)

describes thelong-termbehavior of the channel and indicates the level ofagility of the error

behavior across successive slots for flowj. For smallε, we can categorize the channel according

to αj as follows:

αj =



















ε, Persistent channel;

1, Uncorrelated channel;

2 − ε, Oscillatory channel.

We assume that when the channel is in state 0(1), packet transmissions are always (never)

successful. In addition, the wireless receivers are sufficiently separated spatially such that the

channel state of different flows are independent.

We define the decimal equivalent of the binary sequencecK
i cK−1

i · · · c1
i (denoted bycK

i ) as

the ensemblechannel state variable, with state space given by{0, 1, 2, · · · 2K − 1}. Therefore,

the corresponding state transition probability matrix,CK , is of dimensions2K × 2K and can be

computed, forK ≥ 2, using the following recurrence relation:

CK =





CK−1 · pcK (0|0) CK−1 · pcK (1|0)

CK−1 · pcK (0|1) CK−1 · pcK (1|1)





where

C1 =





pc1(0|0) pc1(1|0)

pc1(0|1) pc1(1|1)





If we definef
i

= [pcK
i
(C)]2

K−1
C=0 , then, for anyN>0, we have:

f
i+N

= f
i
×

N
∏

u=1

CK (1)
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III. SCHEDULING PROBLEM

For optimal performance, the design of a wireless schedulermust consider both the input

characteristics (e.g., packet arrival statistics andrj) as well as the channel parameters (pcj(0),αj)

of each flowj. Our focus is to study the influence of the channel on the scheduler design. Hence,

the effects of the input characteristics can be isolated by assuming (a) continuously backlogged

input flows (thus, eradicating the effects of arrival statistics) and (b) input homogeneity i.e.,rj

= r = 1, 1≤ j ≤ K.

Next, we specify the requirements of the wireless schedulerin terms of performance metrics.

We show that these metrics can be computed by evaluatingpnj(N), wherenj denotes the Head-

of-Line (HOL) packet delay of flowj.

A. Overall Throughput (W)

We define the throughput of flowj, W j, to be the expected number of packets of flowj

transmitted successfully in each slot. Due to the assumption of continuous backlog in each input

flow, W j is related tonj as follows:

W j =
1

E[nj]

Since wireless bandwidth is a scarce resource, it is desirable to maximize the overall throughput,

W, where

W =
K

∑

j=1

W j (2)

=
K

∑

j=1

1

E[nj]

B. Buffer Size (B) to sustain overflow rate (β)

Since each wireless receiver is limited in terms of buffer size, the wireless scheduler has to

maintain an acceptable packet dropping rate due to buffer overflow. Under high load conditions

and assuming zero propagation delay in the wireless media, the minimum buffer size,Bj, to

sustain a packet dropping rate,β, for flow j can be approximated as follows [21]:

Bj ≈

d ln β

ln(1− 1

E[wj ]
)
− 1e

X
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where

E[wj] =
V ar[nj]

2E[nj](1 − ρ)

X is the constant wireless receiver service time,ρ = X
E[nj ]

and dye denotes the smallest integer

greater than or equal toy. For a givenE[nj], we note thatBj increases withV ar[nj], and hence,

it is desirable for the wireless scheduler to have a small HOLpacket delay variation.

IV. A HYBRID CHANNEL-STATE DEPENDENT/ FAIR-AGGREGATIONSCHEDULER FOR

HETEROGENOUSCHANNELS

In this study, we consider a CSD scheduler model that is similar to the one defined in [7] and

maps to the unified wireless scheduling architecture definedin [18]. It comprises a slot allocation

policy, a channel status monitor, an arbitration scheme anda packet dispatcher, as depicted in

Fig. 2(a).

A. Slot Allocation Policy (SAP)

The SAP allocates each sloti to flow ai to fulfill the performance requirements specified in

Section III. Since the allocation is independent of the channel conditions, the performance is

only guaranteed under error-free conditions.

We restrict the choice of the SAP to loop schedulers of sizeR (i.e., ai+R=ai), whereR =
∑K

j=1 rj, as they are simple to implement and are mathematically tractable. Specifically, in this

paper, we consider a simple Weighted-Round Robin (WRR) allocation policy, which simply

allocatesr1 slots to flow 1 followed byr2 slots to flow 2 and so on.

B. Channel Status Monitor (CSM)

We assume that the CSM receives feedback (assumed ideal) fromeach wireless receiver at

the end of each slot. Hence, at the beginning of sloti, {cj
i−m,m > 0}K

j=1 is available and is used

to generate the prediction,ĉ
K

i , of the current channel state,cK
i . In order to maximize channel

efficiency, a flowj is eligible for transmission in sloti only if ĉ
j
i = 0.

We consider a probabilistic one-step predictor with parameters (p0̂,p1̂) defined as follows:

Prob(ĉj
i = c

j
i−1 | c

j
i−1 = c) =







p0̂, c = 0;

p1̂, c = 1.
(3)

The predictor parameters (p0̂,p1̂) are typically close to 1 since most channels are bursty in nature.



8

DISP


2
 2
 2


1
 1
 1


K
 K
 K


AS


SAP
 CSM


CSD


Scheduler Model


Wireless


 Receivers


Input


flows


j
 j
 j


2
 2
 2


1
 1
 1


K
 K
 K


j
 j
 j


r
1


r
2


r
j


r
K


j


r


a
i
 c
i


feedback


K
N

p

+1
N


p

+2
...
K-1
K
...


1
1


2
2


N

p


N

p


r
1
=1


r
2
=1


r
Np
=1


Aggregated Flow, 
 N

p

’


r
Np’


=K-N
p


CSD


RR


(K,N
p
) CSD-FA


1
1


2
2


N

p


N

p


N

p

+1
 N


p

+1


K
K


(a) (b)

Fig. 2. (a) CSD and (b) Hybrid CSD-FA Scheduler Models

C. Arbitration Scheme (AS)

Based on (ai, ĉ
K

i ), the AS determines thebesteligible flow j to transmit in sloti according

to the following heuristic:

j =







ai, ĉai

i = 0;

Arb(ĉ
K

i ), otherwise.
(4)

whereArb() is used to select an alternative eligible flow to transmit when flow ai is not eligible

for transmission. We consider uniform arbitration in this study, where all eligible flows have

equal priorities to be selected for transmission, i.e.,

Prob(Arb(ĉ
K

i ) = j) =







1
|G|

, j ∈ G;

0, otherwise.
(5)

whereG = {arg1≤m≤K,m6=ai
ĉm
i = 0}. Hence, the likelihood that a particular flow will be selected

for transmission depends only on its channel condition.

D. Packet Dispatcher (DISP)

The DISP dispatches the HOL packet of flowj for transmission, and stores a copy of the

packet in a buffer. If the transmission is unsuccessful, it will insert the packet at the HOL of

flow j.

E. Definition of (K,Np) CSD-FA Scheduler

In our prior work [22], ahomogeneouschannel was analyzed, i.e., for 1≤ j ≤ K,

(pcj(0), αj) = (pc(0), α) (6)
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In that work, a stochastic analysis of the CSD scheduler was performed and the stationary packet

delay distribution derived, from which various useful performance metrics are obtained. We also

introduced a Fair-Aggregation (FA) Scheduler, which simply dispatches packets from each input

flow in a round robin manner into a single queue before transmission into the wireless media in

a FIFO manner. Based on numerical results, it was deduced thatwhile the FA scheduler achieves

better QoS performance when the channel is uncorrelated, the CSD scheduler is superior when

the channel is persistent.

Hence, if the assumption of channel homogeneity in Eq. (6) isrelaxed with respect toαj as

follows, whereε1 ≈ 0:

αj =







ε1, 1 ≤ j ≤ Np (Gp1);

1.0, Np + 1 ≤ j ≤ K (Gp2).
(7)

then we can achieve the relative merits of CSD and FA scheduling by partitioning the input

flows into (Gp1,Gp2) according toαj and applying the respective scheduling mechanism to each

group. We denote such a hybrid scheduler as a (K,Np) CSD-FA scheduler.

The mechanism of the scheduler can be described in two stages. In the first stage, the scheduler

dispatches packets from flows inGp2 in a round robin manner into a single queue. If we denote

this queue byNp’, then the second stage comprises aNp+1-flow CSD scheduler (with flow

composition given byGp1 ∪ N ′
p), wherer = [1 · · · ,1,K-Np]. This is illustrated in Fig. 2(b).

We note that the (K,Np) CSD-FA scheduler is in fact a generalization of theK-flow CSD

scheduler and aK-flow FA scheduler; a (K,K) CSD-FA scheduler is equivalent to aK-flow CSD

scheduler while a (K,0) CSD-FA scheduler corresponds to aK-flow FA scheduler.

F. Illustration of Mechanism of (K,Np) CSD-FA Scheduler

We illustrate the mechanism of our proposed scheduler by considering a (4,2) CSD-FA

scheduler that uses adeterministicone-step channel predictor, wherep0̂ = p1̂ = 1 in Eq. (3).

According to Section IV-E, the (4,2) CSD-FA scheduler is equivalent to a 3-flow CSD

scheduler withr = [1 1 2], as depicted in Fig. 3(a). Hence, assuming thata1=2, the allocation

sequence,a, is given as follows:

a = [2, 2′, 2′, 1, 2, 2′, 2′, 1, · · · ]
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Fig. 3. (a) Components and (b) Illustration of the (4,2) CSD-FA Scheduler

In addition, we assume that flow 2’ contains a flow 4 packet at its HOL at the beginning of

slot 1, and thatc0=[0 0 1 0]. LetTXi denote the flow index of the packet transmitted in sloti.

Then, the evolution ofTX corresponding to some channel processc is depicted in Fig. 3(b).

Since a1=2 and c2
0=0, according to Eq. (3),̂c2

1=0. Hence, according to Eq. (4), flow 2 is

selected for transmission. However, sincec2
1=1, the transmission is unsuccessful. The next slot

is allocated to flow 2’. Since the HOL packet of flow 2’ belongs to flow 3 andc3
1=0, flow 2’ is

selected for transmission. The transmission is successfulsincec3
2=0.

Slot 3 is again allocated to flow 2’ according to the WRR policy. However, since its HOL

packet belongs to flow 4 andc4
2=1, ĉ4

3=1, and hence its transmission is deferred. Sincec1
2=c2

2=0,

ĉ1
3=ĉ2

3=0, and according to Eq. (5), flow 1 and 2 are equally likely to be selected for transmission.

We assume that flow 2 is selected, and its transmission is successful sincec2
3=0.

V. PERFORMANCEANALYSIS OF (K,Np) CSD-FA SCHEDULER

In Section III, we showed that by computingpn(N), we can obtain the required performance

metrics used to evaluate the wireless scheduler. We begin this section with an outline of the

matrix formulation proposed in our earlier work in [19] to evaluatepn(N) for a general CSD

scheduler. We show how this formulation is applied to evaluate pnf (N), f ∈ Gp1. Then, we

detail the analysis to derive the correspondingpnf (N) for f ∈ Gp2.

A. Evaluation ofpnf (N) for K-flow CSD scheduler

Let Sf
ai

(F f
ai

) denote aSuccessful (deFerred orFailed) transmission of flowf in a slot allocated

to flow ai. The probability of occurrence ofSf
ai

is determined by the AS, the values of (cK
i−1, c

K
i )
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and i. Conversely stated, giveni and the AS, the occurrence ofSf
ai

imposes a constraint on

[pcK
i−1

(C)]2
K−1

C=0 and [pcK
i
(C)]2

K−1
C=0 . Hence, we define theconstrained state transition matrixfor

eventSf
ai

as follows:

Sf

ai
= D

i−1
(Sf

ai
) × CK × D

i
(Sf

ai
) (8)

whereD
x
(Sf

ai
) is a diagonal matrix such that the diagonal element of rowm is the probability

that Sf
ai

will occur if cK
x =m-1. Since the eventsSf

ai
andF f

ai
are complementary,

Sf

ai
+ F f

ai
= CK

Hence,F f

ai
can be evaluated fromSf

ai
andCK .

If we define theconstrainedpdf of the channel state as follows:

f(Ef
ai

) = [Prob(cK
i = C,Ef

ai
occurs)]2

K−1
C=0

whereE ∈ {S, F}. Then Eq. (1) can be written as follows∗:

f({Ef
au
}i+N

u=i ) = f(Ef
ai

) ×
i+N
∏

u=i+1

Ef

au

from which we have

Prob({Ef
au
}i+N

u=i occurs| i) =
2K−1
∑

C=0

f({Ef
au
}i+N

u=i )

= f(Ef
ai

) ×
i+N
∏

u=i+1

Ef

au
×











1
...

1











Un-conditioning oni, we have the following:

Prob({Ef
au
}i+N

u=i occurs) =
K

∑

i=1

f(Ef
ai

) ×
i+N
∏

u=i+1

Ef

au
×











1
...

1











The HOL packet delay for flowf is N slots when consecutive successful transmissions of flowf

take placeN slots apart. In other words, if{Ef
au
}i+N

u=i = {Sf
ai

, {F f
ai+u

}N−1
u=1 , Sf

ai+N
}, thenpnf (N)

∗Note that the notation
∏b

a
refers to a sequence of matrix products in the order a,a+1,a+2,· · · b.
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can be evaluated as follows:

pnf (N) = Prob(Sf
ai

, {F f
ai+u

}N−1
u=1 , Sf

ai+N
occurs)

=
K

∑

i=1

f(Sf
ai

) ×
i+N−1
∏

u=i+1

F f

au
× Sf

ai+N
×











1
...

1











Expressions for{f(Sf
ai

)}K
f,ai=1 can be evaluated by a recurrence relation in terms of{Sf

ai
}K

f,ai=1.

The evaluation of the latter depends on the predictor parameters, (p0̂,p1̂), as well as the arbitration

function, Arb(). Details of these evaluation can be found in [19].

B. Evaluation ofpnf (N) for Flow f ∈ Gp1 of (K,Np) CSD-FA Scheduler

We can apply the framework described in Section V-A in the evaluation of pnf (N), f ∈ Gp1,

by defining an equivalentNp+1-flow CSD scheduling scenario with the following parameters:

(rj, αj) =







(1, ε1), 1 ≤ j ≤ Np;

(K − Np, 1.0), j = Np + 1.
(9)

pcj(0) = pc(0), 1 ≤ j ≤ Np + 1

Let us define the probabilistic parameters (ps1 ,pd) as follows:

psi
≡ Prob(a flow∈ Gpi will transmit successfully)

pd ≡ Prob(a flow will defer a transmission attempt)

Then,E[nf ] can be expressed in terms of (ps1 ,pd) according to the following theorem:

Theorem 1:For the channel process defined in Eq. (7), the expected HOL packet delay for

flow f ∈ Gp1 for a (K,Np) CSD-FA scheduler is given as follows:

E[nf ] =
K · Np(1 − pd)

ps1 [Np(1 − pd) + (K − 1)(pd − p
Np+1
d )]

where (ps1 ,pd) can be expressed in terms of (pc(0),ε1) and (p0̂,p1̂) as follows:

ps1 = pc(0)[p0̂(1 − ε1 + ε1 · pc(0)) + (1 − pc(0))(1 − p1̂)ε1] (10)

pd = pc(0)(1 − p0̂) + (1 − pc(0))p1̂

Details of the proof of Theorem 1 can be found in Appendix I.
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C. Evaluation ofpnf (N) for Flow f ∈ Gp2 of (K,Np) CSD-FA Scheduler

In order to simplify the analysis, we assume that any flowf ∈ Gp2 only transmit in slots

allocated toGp2. According to Eq. (7), sinceαf = 1.0, ∀f ∈ Gp2,

ps2 = pc(0)[p0̂pc(0) + (1 − pc(0))(1 − p1̂)]

Let us denoteps2 = 1-ps2 as the probability that no successful flowf transmission occurs in a

given slot, wheref ∈ Gp2.

Assume that flowf transmits in slotj, 1≤ j ≤ Nu, whereNu=K-Np is the number of flows

with uncorrelated channels. From Fig. 4, we note thatNu-1 packets, one from every other flow,

must be transmitted before the next flowf packet transmits in sloti, where 1≤ i (mod K)≤ Nu.

Since there areNu available transmission slots in the interval [j+1:j+K], we havei≥ K+j. Over

the interval [j+1:i-1], if we write i=q· K+r, then there areq· Nu+r-j-1 available transmission

slots in this interval, out of whichNu-1 slots must contain successful transmissions. In addition,

since the system is homogeneous with respect to flows inGp2, under steady-state conditions,j

is uniformly distributed in the interval 1≤ j≤ Nu. Therefore, we can write the following fori≥

K+j and 1≤ r, j≤ Nu:

Prob(i = q · K + r) =

(

q·Nu+r−j−1
Nu−1

)

pNu−1
s2

p
r−j
s2

ps2

Nu

Sincenf=i-j, pnf (N) is obtained forN≥ K and 1≤ r, j ≤ Nu as follows:

pnf (q · K + r − j) =

(

Nu+r−j−1
Nu−1

)

pNu
s2

p
r−j
s2

Nu

(11)
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Using Eq. (11), we obtain an expression forE[nf ] in the following theorem:

Theorem 2:For the channel process defined in Eq. (7), the expected HOL packet delay for

flow f ∈ Gp2 for a (K,Np) CSD-FA scheduler is given as follows:

E[nf ] =
K

ps2

Proof: Using Eq. (11), we computeE[nf ] as follows:

E[nf ] =
Nu
∑

j=1

(
1

∑

q=1

Nu
∑

r=j

+
∞

∑

q=2

Nu
∑

r=1

)[q · K + r − j] · pnf (q · K + r − j)

=
pc(0)Nu

Nu

Nu
∑

j=1

(
1

∑

q=1

Nu
∑

r=j

+
∞

∑

q=2

Nu
∑

r=1

)[q · K + r − j]

(

Nu + r − j − 1

Nu − 1

)

pc(1)r−j

We can simplify the above expression by noting that the exponent of the termpc(1) ranges from

0 to ∞, and by evaluating the coefficient of{pc(1)w}∞w=0, we obtain the following expression:

E[nf ] =
pc(0)Nu

Nu

∞
∑

w=0

K(Nu + w)(w+Nu−1
Nu−1 )pc(1)w (12)

From binomial theorem, we have the following result:
∞

∑

w=0

(

w + p

p

)

yw =
1

(1 − y)p+1
(13)

Differentiating Eq. (13) with respect toy, we obtain
∞

∑

w=0

w

(

w + p

p

)

yw−1 =
p + 1

(1 − y)p+2
(14)

Substituting Eq. (13) and Eq. (14) into Eq. (12), we obtain the expression forE[nf ] as given in

Theorem 2.

VI. N UMERICAL RESULTS

In this section, we compare the overall throughput,W, as well as the wireless receiver buffer

requirement,B, between a (K,Np) CSD-FA scheduler and aK-flow CSD scheduler for the

heterogeneous channel process defined in Eq. (7). We denote the metricA corresponding to

schedulerπ by Aπ.

Based on Theorem 1 and 2, we have the following expression forE[nf ] for the (K,Np) CSD-FA

scheduler:

E[nf ] =







K·Np(1−pd)

ps1 [Np(1−pd)+(K−1)(pd−p
Np+1

d
)]
, f ∈ Gp1;

K
ps2

, f ∈ Gp2.
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Hence, according to Eq. (2),WCSD−FA can be evaluated as follows:

WCSD−FA =
K

∑

f=1

1

E[nf ]

= Np ·
ps1 [Np(1 − pd) + (K − 1)(pd − p

Np+1
d )]

K · Np(1 − pd)
+ (K − Np) ·

ps2

K

=
1

K
[
ps1 [Np(1 − pd) + (K − 1)(pd − p

Np+1
d )]

(1 − pd)
+ (K − Np)ps2 ] (15)

The corresponding expression forWCSD (Appendix I) is given as follows:

WCSD =
1 − pK

d

(1 − pd)K
[Npps1 + (K − Np)ps2 ] (16)

Since the channel process is heterogenous,Bj 6= Bk for j 6= k. Therefore, we evaluate the

buffer requirement of schedulerπ in terms of itsaveragebuffer requirement,Bavg
π , defined as

follows:

Bavg
π =

1

K

K
∑

f=1

Bf
π

A. Comparison of Throughput and Buffer Requirement of CSD-FA and CSD scheduler

For a givenK and assuming deterministic one-step channel prediction (i.e., p0̂=p1̂=1), the

metricsW and Bavg depend on the flow composition,Np, as well as the channel parameters,

(pc(0),ε1). We illustrate the effects of each parameter onW andB for K = 7, β = 0.01 andρ =

0.99.

1) Effects of flow composition:We consider the variation ofBavg with Np for pc(0)=0.9 and

ε1=0.1 in Fig. 5(a). The corresponding plot forW is given in Fig. 5(b).

As the composition of flows with persistent channels (i.e.,Np) is increased,W is increased

since the accuracy of channel prediction is better for persistent channels. This reduces the

likelihood of a wasted slot due to erroneous prediction. Compared toWCSD, the throughput

degradation due to flow aggregation is relatively invariantwith Np and is within 2%.

Since flows with uncorrelated channels have lower delay variation, the average buffer require-

ment is increased as the proportion of flows with persistent channels is increased. However,

B
avg
CSD−FA ≤ B

avg
CSD due to flow aggregation, and the resultant reduction in buffer requirement is

significant (up to 75%) for small values ofNp.
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Fig. 5. Effects ofNp on (a) Average buffer requirement and (b) Overall throughput ofvarious schedulers forpc(0)=0.9 and

ε1 = 0.1

2) Effects of channel quality:Next, we consider the variation ofBavg with pc(0) for Np=3

and ε1=0.1 in Fig. 6(a). The corresponding plot forW is given in Fig. 6(b).

As the channel quality is improved (i.e.,pc(0) is increased),W is increased since more

transmission attempts will occur and the likelihood of successful transmission is increased. It is

interesting to note that flow aggregation actually achievesa slight gain in throughput compared

to the CSD scheduler when the channel quality is poor (pc(0) <0.7). This trend is reversed when

channel conditions improve. However, the difference in throughput performance between both

schedulers is very marginal (within 2%).

The buffer requirement is reduced as the channel quality is improved, since delay variation is

reduced as flows are more likely to transmit in slots allocated to them. The reduction in buffer

requirement as a result of flow aggregation is significant (upto 30%).

3) Effects of channel burstiness:Lastly, we consider the variation ofBavg with ε1 for pc(0)=0.9

andNp=3 in Fig. 7(a). The corresponding plot forW is given in Fig. 7(b).

As the channel forGp1 flows become less persistent (i.e.,ε1 is increased),W is reduced since

the accuracy of channel prediction is reduced. This increases the likelihood of a wasted slot due

to erroneous prediction. Compared toWCSD, the throughput degradation due to flow aggregation

is relatively invariant withε1 and is within 2%.
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Fig. 6. Effects ofpc(0) on (a) Average buffer requirement and (b) Overall throughput ofvarious schedulers forε1 = 0.1 and

Np=3

Since the buffer requirement of any flow∈ Gp2 is independent ofε1, the metricBavg
CSD−FA is

determined by the variation of the buffer requirement of flows ∈ Gp1. It is interesting to note

thatBavg for both schedulers is reduced initially asε1 is increased, but is increased with further

increase inε1. However,Bavg
CSD−FA ≤ B

avg
CSD, and the resultant reduction in buffer requirement

is significant (up to 45%).

B. Discussion

A common observation from Section VI-A is a trade-off between throughput and buffer

requirements between the CSD-FA and CSD scheduler: The CSD-FA scheduler results in a sig-

nificant reduction in the wireless receiver buffer requirement at the expense of reduced throughput

compared to the CSD scheduler. In fact, since the throughput degradation is marginal compared

to the reduction in buffer requirement, the CSD-FA scheduleris effective in maintaining good

overall performance.

Our current analysis assumes a simplistic WRR scheduler as theSAP. However, in [23], we

study the performance of various loop schedulers in terms ofits delay variation and our analysis

indicate that the WRR scheduler exhibits the worst-case performance over the entire class of loop

schedulers. Hence, the performance of the CSD-FA scheduler can be enhanced by considering
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Fig. 7. Effects ofε1 on (a) Average buffer requirement and (b) Overall throughput ofvarious schedulers forpc(0)=0.9 and

Np=3

other loop schedulers for the SAP. Several arbitration schemes are proposed in [19] which may

result in performance enhancement over uniform arbitration, which is assumed in our study.

Our analysis in Section V-C assumes that each flowf ∈ Gp2 is permitted to transmit only

in slots allocated to the aggregate flowN ′
p. As a result, the overall throughput computed using

Eq. (15) is actually a lower bound to the actual achievable throughput, since slots allocated

to Gp1 are actually available to flows∈ Gp2. The corresponding buffer requirement computed

represents a lower bound since the delay variation of any flowf ∈ Gp2 is minimized as a result

of the assumption.

VII. C ONCLUSIONS

In this paper, we consider the scheduling problem where datapackets fromK input flows need

to be delivered toK corresponding wireless receivers via a heterogeneous wireless channel. Our

objective is to design a wireless scheduler that optimizes the buffer requirement at each wireless

receiver while maintaining good throughput performance.

We propose a hybrid scheduler that exploits both the short- and long-term error behavior of

the channel of each flow so as to achieve high overall throughput as well as low receiver buffer

requirements. The scheduler first partitions the flows according to their long-term error behavior
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(persistent/uncorrelated) such that flows with uncorrelated channels are fairly aggregated. The

aggregated flow is then scheduled alongside the remaining flows with a channel-state dependent

scheduler, that exploits the short-term error behavior to maximize channel efficiency.

We compare the overall throughput as well as receiver bufferrequirements of our proposed

scheduler and a channel-state dependent scheduler. Our proposed scheduler achieves good overall

throughput as well as low receiver buffer requirements, thus stressing the importance to exploit

the long-term error behavior in addition to the instantaneous channel state in the design of

wireless schedulers. These parameters can be evaluated using a measurement-based algorithm

proposed in [24].

APPENDIX I

THROUGHPUTPERFORMANCE OFK-FLOW CSD AND (K,Np) CSD-FA SCHEDULER

We define the following notations:

pdj = Prob(flow j will defer a transmission attempt)

psj ≡ Prob(flow j will transmit successfully)

According to the transmission heuristics of aK-flow CSD scheduler, a flow will defer any

transmission attempt in any slot if it predicts an erroneouschannel. In addition, a transmission

will be successful only if it predicts an error-free channeland the prediction is correct. Using

the above heuristics, we obtain the following expressions for (pdj ,psj ) as follows:

psj = pj
c(0)p0̂[1 − (1 − pj

c(0))αj] + (1 − pj
c(0))(1 − p1̂)p

j
c(0)αj

pdj = pj
c(0)(1 − p0̂) + (1 − pj

c(0))p1̂

For the channel defined in Eq. (7), the above parameters can besimplified as follows:

psj =







pc(0)p0̂[1 − (1 − pc(0))ε1] + (1 − pc(0))(1 − p1̂)pc(0)ε1, j ∈ Gp1;

p2
c(0)p0̂ + (1 − pc(0))(1 − p1̂)pc(0), j ∈ Gp2.

pdj = pd = pc(0)(1 − p0̂) + (1 − pc(0))p1̂
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If W j|ai denotes the throughput of flowj in slot i, then forj 6= ai:

W j|ai = Prob(flowai will not attempt transmission)· Prob(flow j will transmit successfully)·

{ Prob(none of remainingK-2 flows will attempt transmission)

+
1

2
Prob(1 of remainingK-2 flows will attempt transmission)

· · ·
1

K − 1
Prob(all of remainingK-2 flows will attempt transmission)}

= pdpsj{

(

K − 2

0

)

pK−2

d +
1

2

(

K − 2

1

)

pK−3

d (1 − pd) + · · · +
1

K − 1

(

K − 2

K − 2

)

(1 − pd)
K−2}

= pdpsj

K−2
∑

k=1

(

K−2

k

)

(1 − pd)
kpK−2−k

d

k + 1

=
psj pd(1 − pK−1

d )

(K − 1)(1 − pd)

Hence, we have the following:

W j|ai =







psj , j = ai;
p

sj pd(1−pK−1
d

)

(K−1)(1−pd)
, otherwise;

(17)

Un-conditioning onai, we obtain the following expression forW j:

W j =
K

∑

ai=1

rai

R
W j|ai

=
rj

R
psj +

R − rj

R

psjpd(1 − pK−1
d )

(K − 1)(1 − pd)

If we define the following notation:

ps1 =







psj , j ∈ Gp1;

psj , j ∈ Gp2;

then we have the following expression forWCSD:

WCSD =
K

∑

j=1

W j (18)

=

Np
∑

j=1

[
rj

R
ps1 +

R − rj

R

ps1pd(1 − pK−1
d )

(K − 1)(1 − pd)
] +

K
∑

j=Np+1

[
rj

R
ps2 +

R − rj

R

ps2pd(1 − pK−1
d )

(K − 1)(1 − pd)
]
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A. Rate Homogeneous K-flow CSD Scheduler

In this case, we haverj = 1 and hence,R = K. Substituting into Eq. (18), we obtain the

following, thus verifying the expression in Eq. (16):

WCSD =

Np
∑

j=1

[
1

K
ps1 +

K − 1

R

ps1pd(1 − pK−1
d )

(K − 1)(1 − pd)
] +

K
∑

j=Np+1

[
1

K
ps2 +

K − 1

K

ps2pd(1 − pK−1
d )

(K − 1)(1 − pd)
]

=
1 − pK

d

(1 − pd)K
[Npps1 + (K − Np)ps2

B. Rate Homogeneous (K,Np) CSD-FA Scheduler

According to Section V-B, this is equivalent to aNp+1 scheduler with the flow and channel

parameters as given in Eq. (9). We can use Eq. (17) withK = Np+1 to obtain the conditional

throughput,W j|ai, for j ∈ Gp1 as follows:

W j|ai =







psj , j = ai;

p
sj pd(1−p

Np
d

)

Np(1−pd)
, otherwise;

Un-conditioning onai, we obtain the following expression forW j:

W j =
K

∑

ai=1

rai

R
W j|ai

=
1

K
ps1 +

K − 1

K

ps1pd(1 − p
Np

d )

Np(1 − pd)

=
ps1

K
[
Np(1 − pd) + (K − 1)pd(1 − p

Np

d )

Np(1 − pd)
]

SinceE[nj] = 1
W j , Theorem 1 is verified.

REFERENCES

[1] A. Demers, S. Keshev, and S. Shenker, “Analysis and simulation of a Fair Queueing Algorithm,”Journal of Internetworking:

Research and Experiance, vol. 1, pp. 3–26, October 1990.

[2] A. K. Parekh and R. G. Gallager, “A Generalized Processor Sharing Approach to Flow Control in Integrated Services

Networks - the Single Node Case,”IEEE/ACM Transanctions on Networking, vol. 1, no. 3, pp. 344–357, June 1993.

[3] H. Sariowan and R. L. Cruz, “SCED: A Generalized Scheduling Policy for Guaranteeing Quality-of-Service,”IEEE/ACM

Transanctions on Networking, vol. 7, no. 5, pp. 669–684, October 1999.

[4] M. Zorzi and R. Rao, “ARQ Error Control for Delay-ConstrainedCommunications on Short-Range Burst-Error Channels,”

Proc. of the IEEE VTC, pp. 1528–1532, May 1997.



22

[5] K. Lee, “Performance Bounds in Communication Networks with Variable-Rate Links,”Proc. of the ACM SIGCOMM, pp.

126–136, August 1995.

[6] L. Tassiulas and A. Ephremides, “Dynamic Server Allocation to Parallel Queues with Randomly Varying Connectivity,”

IEEE Trans. Information Theory, vol. 39, no. 2, pp. 466–478, March 1993.

[7] P. Bhagwat, P. Bhattacharya, A. Krishna, and S. Tripathi, “Enhancing throughput over wireless LANs using Channel State

Dependent Packet Scheduling,”Proc. of the IEEE INFOCOM, vol. 3, pp. 1133–1140, March 1996.

[8] X. Liu, Edwin K.P. Chan, and Ness B. Shroff, “Opportunistic Transmission Scheduling with Resource-Sharing Constraints

in Wireless Networks,” IEEE Jounnal on Selected Areas in Communications, vol. 19, no. 10, pp. 2053–2064, October

2001.

[9] S. Shakkottai and A. L. Stolyar, “Scheduling for Multiple Flows Sharing a Time-Varying Channel: The Exponential Rule,”

American Mathematical Society Translations Series 2, vol. 207, pp. 185–202, 2002.

[10] S. Shakkottai and A. L. Stolyar, “Scheduling Algorithms for a Mixture of Real and Non-Real Time Data in HDR,”Proc.

of the 17th International TeleTraffic Congress, September 2001.

[11] Y. Cao and V. Li, “Scheduling Algorithms in Broadband Wireless Networks,” Proc. of the IEEE, vol. 89, no. 1, pp. 76–87,

January 2001.

[12] S. Lu, V. Bharghavan, and R. Srikant, “Fair scheduling in wireless packet networks,”Proc. of the ACM SIGCOMM, pp.

63–74, August 1997.

[13] S. Lu, T. Nandagopal, and V. Bharghavan, “A wireless fair service algorithm for packet cellular networks,”Proc. of the

ACM MOBICOM, pp. 10–20, October 1998.

[14] T.S. Ng, I. Stoica, and H. Zhang, “Packet fair queuing algorithms for wireless networks with location-dependent errors,”

Proc. of the IEEE INFOCOM, vol. 3, pp. 1103–1111, March 1998.

[15] D. Eckhardt and P. Steenkiste, “Effort-limited Fair (ELF) Scheduling for Wireless Networks,”Proc. of the IEEE INFOCOM,

vol. 3, pp. 1097–1106, March 2000.

[16] P. Ramanathan and P. Agrawal, “Adapting Packet Fair Queueing Algorithms to Wireless Networks,”Proc. of the ACM

MOBICOM, pp. 1–9, October 1998.

[17] C. Fragouli, M. Srivastava, and V. Sivaraman, “Controlled Multimedia Wireless Link Sharing via Enhanced Class-based

Queuing with Channel-State-Dependent Packet Scheduling,”Proc. of the IEEE INFOCOM, vol. 2, pp. 572–580, March

1998.

[18] T. Nandagopal, S. Lu, and V. Bharghavan, “A Unified Architecture for the Design and Evaluation of Wireless Fair Queuing

Algorithms,” Proc. of the ACM MOBICOM, pp. 132–142, October 1999.

[19] R. Rom and H. P. Tan, “Framework for Performance Analysis of Channel-aware Wireless Schedulers,”Accepted for

publication in the Proceedings of the IEEE IPCCC, April 2004.

[20] J. R. Yee and E. J. Weldon, “Evaluation of the performance of error-correcting codes on a Gilbert channel,”IEEE Trans.

Commun., vol. 43, no. 8, pp. 2316–2323, August 1995.

[21] R. Rom and H. P. Tan, “Framework for Delay Analysis of Channel-aware Wireless Schedulers,” CCIT Tech Report 423,

Technion, Israel Institute of Technology, May 2003, Available athttp://www.ee.technion.ac.il/CCIT/info/

Publications/Sceintific_e.asp.

[22] R. Rom and H. P. Tan, “Performance Tradeoffs in Wireless Scheduling with Flow Aggregation,”Proc. of the IEEE WCNC,

vol. 3, pp. 1633–1638, March 2003.

[23] R. Rom and H. P. Tan, “Performance Analysis of a Recursive Cyclic Scheduler for Class-based Scheduling,” CCIT Tech



23

Report 470, Technion, Israel Institute of Technology, February 2004, Available athttp://www.ee.technion.ac.

il/CCIT/info/Publications/Sceintific_e.asp.

[24] A. Konrad, B. Zhao, A. Joseph, and R. Ludwig, “A Markov-based Channel Model Algorithm for Wireless Networks,”

Proc. of the ACM MSWiM, pp. 28–36, July 2001.




