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#### Abstract

We derive simple closed-form expressions for the asymptotic estimation error in multichannel quasi maximum likelihood (QML) blind deconvolution. The asymptotic performance bounds coincide with the CramérRao bounds, when the true ML estimator is used. Special cases of singlechannel blind deconvolution and instantaneous blind source separation are highlighted. Conditions for asymptotic stability of the QML estimator are derived.


## Notation

A tensor notation is adopted in this work. Signals are represented as tensors and the Einstein summation convention is used, according to which repeated indices, one lower and one upper, are implicitly summed over:

$$
a_{i}^{j} b_{j k}=\sum_{j} a_{i j} b_{j k}
$$

Multi-channel time signals are denoted as second-rank tensors, $x_{i t}$, where $i$ stands for the channel number and $t$ is a discrete time index. Cross-talk kernels are expressed as third-rank tensors, $h_{i j \tau}$, denoting cross-talk from channel $j$ to channel $i$ at time $\tau$.

Definition 1. The discrete Fourier transform of $h_{i j \tau}$ is defined by

$$
\bar{h}_{i j}(\theta)=\mathcal{F}\left\{h_{i j \tau}\right\}(\theta)=h_{i j}{ }^{\tau} e_{\tau}(\theta),
$$

where

$$
e_{\tau}(\theta)=\exp \{-\imath \tau \theta\}
$$

The Fourier transform is always calculated w.r.t. the time index.
Definition 2. Convolutive mixture between two cross-talk kernels $a_{i j \tau}$ and $b_{i j \tau}$ is defined as

$$
c_{i j \tau}=a_{i j \tau} * b_{i j \tau}=a_{i}^{k \tau^{\prime}} b_{k j, \tau-\tau^{\prime}}
$$

or, in the Fourier transform domain,

$$
\bar{c}_{i j}(\theta)=\bar{a}_{i}^{k}(\theta) \cdot \bar{b}_{k j}(\theta)
$$

Definition 3. Standard (non-mixing) convolution between two kernels $a_{i j \tau}$ and $b_{i j \tau}$ is defined as

$$
c_{i j \tau}=a_{i j \tau} \star b_{i j \tau}=a_{i k}^{\tau^{\prime}} b_{k j, \tau-\tau^{\prime}}
$$

or, in the Fourier transform domain,

$$
\bar{c}_{i j}(\theta)=\bar{a}_{i k}(\theta) \cdot \bar{b}_{k j}(\theta)
$$

Definition 4. Let $h_{i j \tau}$ be a kernel and let $h_{i j \tau}^{-1}$ be such a kernel that

$$
h_{i j \tau}^{-1} * h_{i j \tau}=\delta_{i j} \delta_{\tau}
$$

Then, $h_{i j \tau}^{-1}$ is termed the inverse kernel of $h_{i j \tau}$, and $h_{i j \tau}$ is termed invertible.
In the Fourier domain,

$$
\bar{h}_{i k}^{-1}(\theta) \cdot \bar{h}_{j}^{k}(\theta)=\delta_{i j}
$$

i.e., the inverse kernel $\bar{h}_{i k}^{-1}(\theta)$ is the matrix inverse of $\bar{h}_{i k}(\theta)$, for every $\theta$.

## 1 Introduction

Multichannel blind deconvolution arises in various applications related to acoustics, optics, medical imaging, geophysics, communications, control, etc. In comunications, the term blind channel equalization is more common, as the main interest lies in retrieving the data transmitted over a dispersive communication channel [20, 5, 14, 24]. In control, blind deconvolution is usually known as blind identification, since the main interest lies in obtaining a model of the system [23, 25, 18], whereas in acoustics, optics and geophysics the term blind deconvolution is more adequate, since the goal is to "undo" the influence of a convolution system by finding its stable inverse.

In the noiseless setup of multichannel blind deconvolution, the observed sensor signals $x_{i t}(i=1, \ldots, N)$ are created from the source signals $s_{i t}$ passing through a convolutive mixing system, described by a matrix of input responses, $w_{i j \tau}$, sometimes termed as the crosstalk matrix:

$$
x_{i t}=w_{i j t} * s_{i t}
$$

The diagonal elements of $w_{i j \tau}$ are responsible for convolution of each channel, whereas the off-diagonal elements result in cross-talk between the channels. The setup is termed blind if only $x$ are accessible, whereas no knowledge on $w$ and $s$ is available.

Blind deconvolution attempts to find such a deconvolution (or restoration) kernel $h_{i j \tau}$, that produces a an estimate of $s$, up to a possible delay and permutation:

$$
\hat{s}_{i t}=h_{i j t} * x_{i t} \approx c_{i} \cdot s_{\pi_{i}, t-\Delta_{i}}
$$

where $c_{i}$ are scaling factors, $\Delta_{i}$ is an integer shift and $\pi_{i}$ is a permutation of $\{1, \ldots, N\}$. Equivalently, the global system response should be approximately an identity, up to scale factor, shift and permutation:

$$
h_{i j \tau} * w_{i j \tau} \approx c_{i} \pi_{i j} \delta_{\tau-\Delta_{i}}
$$

where $\pi_{i j}$ is a perturbed identity. A commonly used assumption is that $s$ are nonGaussian.

Asymptotic performance of ML parameter estimation in blind system identification and deconvolution problems was addressed in many previous studies (see, for example, $[4,21,12,22,27,15,26])$. In all these studies, the Cramér-Rao lower bound (CRLB) for the system parameters are found, and lower bounds on signal reconstruction quality are derived. However, sometimes the true source distribution is either unknown, or not suitable for optimization, which makes the use of ML estimation impractical. In these cases, a common solution is to replace the true source PDF by some other function, leading to a quasi ML estimator. Such an estimator generally does not achieve the CRLB and a more delicate performance analysis is required. In [19, 11], asymptotic performance analysis of QML estimators for blind source separation was presented. Single-channel QML blind deconvolution was studied in $[10,9]$.

In this study, we derive asymptotic performance bounds for a QML estimator of the restoration kernel in the multi-channel blind deconvolution problem, and state the asymptotic stability conditions. We show that in the particular case when the true ML procedure is used, our bounds coincide with the CRLB, previously reported in literature.

## 2 QML blind deconvolution

Let $h_{i j \tau}$ be the restoration kernel. Under the assumption that $\operatorname{det} \bar{h}_{i j}(\theta)$ has no zeros on the unit circle, and the source signal is real and i.i.d., the normalized
minus-log-likelihood function of the observed signal $x_{i t}$ in the noise-free case is [1, 2, 17]

$$
\begin{equation*}
\ell(x ; h)=-\frac{1}{2 \pi} \int_{-\pi}^{\pi} \log \left|\operatorname{det} \bar{h}_{i j}(\theta)\right| d \theta+\frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{N} \varphi_{i}\left(y_{i t}\right) \tag{1}
\end{equation*}
$$

where

$$
y_{i t}=h_{i}^{j \tau} x_{j, t-\tau}
$$

is a source estimate, $\varphi_{i}(s)=-\log p_{i}(s)$ and $p_{i}(s)$ is the probability density function (PDF) of the $i$-th source. We will henceforth assume that the restoration tensor $h_{i j \tau}$ has a finite impulse response, supported on $\tau=-M, \ldots, M$. We also assume without loss of generality that the sources are zero-mean. Cost function (1) can be also derived using negative joint entropy [1, 2] and information maximization [3] considerations.

Consistent estimator can be obtained by minimizing $\ell(x ; h)$ even when $\varphi_{i}\left(s_{i}\right)$ is not exactly equal to $-\log p_{i}\left(s_{i}\right)$. Such quasi-ML estimation has been shown to be practical in instantaneous blind source separation [19, 30, 29, 16] and blind deconvolution $[2,7,10]$ when the source PDF is unknown or not well-suited for optimization. For example, when the source is super-Gaussian (e.g. it is sparse or sparsely representable), a smooth approximation of the absolute value function is a good choice for $\varphi(s)$ [13, 30]. It is convenient to use a family of convex smooth functions, e.g.

$$
\begin{equation*}
\varphi_{\lambda}(s)=|s|-\lambda \log \left(1+\frac{|s|}{\lambda}\right) \tag{2}
\end{equation*}
$$

with $\lambda$ being a positive smoothing parameter, to approximate the absolute value [28]. $\varphi_{\lambda}(s) \rightarrow|s|$ as $\lambda \rightarrow 0^{+}$. In the limit $\lambda \rightarrow 0^{+}$, this choice yields a superefficient QML estimator of sources with $P(s=0)>0$ [9].

In case of sub-Gaussian sources, the family of functions

$$
\begin{equation*}
\varphi_{\mu}(s)=|s|^{\mu} \tag{3}
\end{equation*}
$$

with the parameter $\mu>2$ is usually a good choice for $\varphi(s)$ [2, 7]. For example, when sources are uniformly distributed, an increase in the value of $\mu$ refines the approximation and in the limit $\mu \rightarrow \infty, \varphi_{\mu}(s)$ approaches $-\log p(s)$. In the limit $\mu \rightarrow \infty$, this choice yields a super-efficient QML estimator of sources, whose PDF vanishes outside an interval [9].

### 2.1 Equivariance

A remarkable property of the QML estimator $\hat{h}(x)$ of a restoration kernel $h_{i j \tau}$ given the observation $x$, obtained by minimization of $\ell(x ; h)$ in (1), is its equivariance, stated in the following proposition:

Proposition 1. The estimator $\hat{h}(x)$ obtained by minimization of $\ell(x ; h)$ is equivariant, i.e., for every invertible $a, \hat{h}(a * x)=a^{-1} * \hat{h}(x)$.

Proof. Observe that for an invertible $a$,

$$
\begin{aligned}
& \ell\left(a * x ; a^{-1} * h\right)= \\
&-\frac{1}{2 \pi} \int_{-\pi}^{\pi} \log \left|\operatorname{det}\left(\bar{a}_{i k}^{-1}(\theta) \bar{h}_{j}^{k}(\theta)\right)\right| d \theta+\frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{N} \varphi_{i}\left(a^{-1} * a * h * x_{i t}\right) \\
&=-\frac{1}{2 \pi} \int_{-\pi}^{\pi} \log \left|\operatorname{det} \bar{h}_{i j}(\theta)\right| d \theta+\frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{N} \varphi_{i}\left(y_{i t}\right) \\
&-\frac{1}{2 \pi} \int_{-\pi}^{\pi} \log \left|\operatorname{det} \bar{a}_{i j}^{-1}(\theta)\right| d \theta \\
&= \ell(x ; h)-\frac{1}{2 \pi} \int_{-\pi}^{\pi} \log \left|\operatorname{det} \bar{a}_{i j}^{-1}(\theta)\right| d \theta .
\end{aligned}
$$

Let $h=\operatorname{argmin} \ell(x ; h)$. Then

$$
\ell\left(a * x ; a^{-1} * h\right)=\ell(x ; h)+\mathrm{const},
$$

that is, $h$ is a minimizer of $\ell\left(a * x ; a^{-1} * h\right)$ as well. Consequently, $\hat{h}(a * x)=$ $a^{-1} * \hat{h}(x)$.

Equivariance implies that the parameters to be estimated (in our case, the coefficients, $h_{i j \tau}$, specifying the restoration kernel) form a group. This is indeed the case for invertible kernels with the convolution operation. In view of equivariance, we may analyze the properties of $\ell\left(h * x ; \delta_{i j} \delta_{\tau}\right)$ instead of $\ell(x ; h)$.

### 2.2 The gradient and the Hessian of $\ell(x ; h)$

The gradient of the first term of $\ell(x ; h)$ in (1), containing the integral of log spectrum, is given by

$$
\begin{align*}
& \frac{\partial}{\partial h_{i j \tau}}\left(-\frac{1}{2 \pi} \int_{-\pi}^{\pi} \log \left|\operatorname{det} \bar{h}_{m n}(\theta)\right| d \theta\right)= \\
& \quad-\frac{1}{2 \pi} \int_{-\pi}^{\pi} \operatorname{tr}\left(\frac{d \log \left|\operatorname{det} \bar{h}_{m k}(\theta)\right|}{d \bar{h}_{m k}(\theta)} \frac{\partial \bar{h}_{n}^{k}(\theta)}{\partial h_{i j \tau}}\right) d \theta \\
& =-\frac{1}{2 \pi} \int_{-\pi}^{\pi} \operatorname{tr}\left(e^{-\imath \tau \theta} \cdot \bar{h}_{k m}^{-1}(\theta) \delta_{n-i} \delta^{k-j}\right) d \theta \\
& =-\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-\imath \tau \theta} \cdot \bar{h}_{j i}^{-1}(\theta) d \theta \\
& =-h_{j i,-\tau}^{-1} \tag{4}
\end{align*}
$$

The gradient of the second term of $\ell(x ; h)$, containing the sum of $\varphi$ 's, is given by

$$
\begin{equation*}
\frac{\partial}{\partial h_{i j \tau}}\left(\frac{1}{T} \sum_{t=0}^{T-1} \sum_{k=1}^{N} \varphi_{i}\left(y_{k t}\right)\right)=\frac{1}{T} \sum_{t=0}^{T-1} \sum_{k=1}^{N} \varphi_{k}^{\prime}\left(y_{k t}\right) \frac{\partial y_{k t}}{\partial h_{i j \tau}}, \tag{5}
\end{equation*}
$$

where

$$
\frac{\partial y_{k t}}{\partial h_{i j \tau}}=\frac{\partial}{\partial h_{i j \tau}}\left(h_{k}^{j^{\prime} \tau^{\prime}} x_{j^{\prime}, t-\tau^{\prime}}\right)=x_{j, t-\tau} \delta_{i k}
$$

Combining (4) and (5), yields

$$
\begin{align*}
\frac{\partial \ell}{\partial h_{i j \tau}} & =-h_{j i,-\tau}^{-1}+\frac{1}{T} \sum_{t=0}^{T-1} \sum_{k=1}^{N} \varphi_{k}^{\prime}\left(y_{k t}\right) x_{j, t-\tau} \delta_{i k} \\
& =-h_{j i,-\tau}^{-1}+\frac{1}{T} \sum_{t=0}^{T-1} \varphi_{i}^{\prime}\left(y_{i t}\right) x_{j, t-\tau} \tag{6}
\end{align*}
$$

Differentiating $h_{j i,-\tau}^{-1}$ w.r.t. $h_{i^{\prime} j^{\prime} \tau^{\prime}}$ yields

$$
\begin{align*}
\frac{\partial h_{j i,-\tau}^{-1}}{\partial h_{i^{\prime} j^{\prime} \tau^{\prime}}} & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-\imath \tau \theta} \cdot \frac{\partial \operatorname{tr}\left(h_{m k}^{-1} \delta^{k-i} \delta_{n-j}\right)}{\partial h_{i^{\prime} j^{\prime} \tau^{\prime}}} d \theta \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-\imath \tau \theta} \cdot \operatorname{tr}\left(\frac{d \operatorname{tr}\left(h_{m k}^{-1} \delta^{k-i} \delta_{l-j}\right)}{d h_{m k}^{-1}} \frac{\partial\left(h^{-1}\right)_{n}^{l}}{\partial h_{i^{\prime} j^{\prime} \tau^{\prime}}}\right) d \theta \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-\imath \tau \theta} \cdot \operatorname{tr}\left(\delta_{m-i} \delta_{k-j}\left(h^{-1}\right)_{l}^{k} \frac{\partial h_{r}^{l}}{\partial h_{i^{\prime} j^{\prime} \tau^{\prime}}}\left(h^{-1}\right)^{r}{ }_{n}\right) d \theta \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-\imath\left(\tau+\tau^{\prime}\right) \theta} \cdot \operatorname{tr}\left(\delta_{m-i} \delta_{k-j}\left(h^{-1}\right)_{l}^{k} \delta^{l-i^{\prime}} \delta_{r-j^{\prime}}\left(h^{-1}\right)_{n}^{r}\right) d \theta \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-\imath\left(\tau+\tau^{\prime}\right) \theta} \cdot h_{j i^{\prime}}^{-1}(\theta) h_{j^{\prime} i}^{-1}(\theta) d \theta \\
& =h_{j i^{\prime},-\left(\tau+\tau^{\prime}\right)}^{-1} * h_{j^{\prime} i,-\left(\tau+\tau^{\prime}\right)}^{-1} \tag{7}
\end{align*}
$$

Differentiating the second term of (6), containing the sum, yields

$$
\begin{equation*}
\frac{\partial}{\partial h_{i^{\prime} j^{\prime} \tau^{\prime}}}\left(\frac{1}{T} \sum_{t=0}^{T-1} \varphi_{i}^{\prime}\left(y_{i t}\right) x_{j, t-\tau}\right)=\frac{1}{T} \sum_{t=0}^{T-1} \varphi_{i}^{\prime \prime}\left(y_{i t}\right) x_{j, t-\tau} x_{j^{\prime}, t-\tau^{\prime}} \cdot \delta_{i i^{\prime}} \tag{8}
\end{equation*}
$$

Combining (7) and (8), yields

$$
\begin{equation*}
\frac{\partial^{2} \ell}{\partial h_{i j \tau} \partial h_{i^{\prime} j^{\prime} \tau^{\prime}}}=h_{j i^{\prime},-\left(\tau+\tau^{\prime}\right)}^{-1} * h_{j^{\prime} i,-\left(\tau+\tau^{\prime}\right)}^{-1}+\frac{1}{T} \sum_{t=0}^{T-1} \varphi_{i}^{\prime \prime}\left(y_{i t}\right) x_{j, t-\tau} x_{j^{\prime}, t-\tau^{\prime}} \cdot \delta_{i i^{\prime}} \tag{9}
\end{equation*}
$$

### 2.3 Asymptotic Hessian

At the solution point, where $h_{i j \tau}=c_{i} w_{i j \tau}^{-1}$, it holds that $h_{i j t} * x_{i t}=c_{i} s_{i t}$. Consequently the Hessian of $\ell\left(c_{i} s_{i t} ; \delta_{i j} \delta_{\tau}\right)$ is

$$
\left(\nabla^{2} \ell\right)_{i j \tau \tau^{\prime} j^{\prime} \tau^{\prime} \tau^{\prime}}=\delta_{i j^{\prime}} \delta_{j i^{\prime}} \delta_{k,-k^{\prime}}+\frac{\delta_{i i^{\prime}}}{T} \sum_{t=0}^{T-1} \varphi_{i}^{\prime \prime}\left(c_{i} s_{i t}\right) c_{j} s_{j, t-\tau} c_{j^{\prime}} j_{j^{\prime}, t-\tau^{\prime}}
$$

For a large sample size $T$, the average

$$
\frac{1}{T} \sum_{t=0}^{T-1} \varphi_{i}^{\prime \prime}\left(c_{i} s_{i t}\right) c_{j} s_{j, t-\tau} c_{j^{\prime}} s_{j^{\prime}, t-\tau^{\prime}}
$$

approaches the expected value

$$
\mathbf{E} \varphi^{\prime \prime}\left(c_{i} s_{i t}\right) c_{j} s_{j, t-\tau} c_{j^{\prime}} s_{j^{\prime}, t-\tau^{\prime}}
$$

Since each source $s_{i t}$ is assumed to be zero-mean i.i.d., and two distinct sources are independent, the following structure of the Hessian at the solution point is obtained asymptotically:

$$
\left(\nabla^{2} \ell\right)_{i j \tau i^{\prime} j^{\prime} \tau^{\prime}}= \begin{cases}\alpha_{i}+1 & : i=i^{\prime}=j=j^{\prime}, \tau=\tau^{\prime}=0,  \tag{10}\\ \gamma_{i} \sigma_{j}^{\prime 2} & : i=i^{\prime}, j=j^{\prime}, \tau=\tau^{\prime}, \\ 1 & : i=j^{\prime}, i^{\prime}=j, \tau=-\tau^{\prime}, \\ 0 & : \text { otherwise. }\end{cases}
$$

where

$$
\begin{aligned}
\sigma_{i}^{2} & =\mathbb{E} s_{i}^{2} \\
\sigma_{i}^{\prime 2} & =\left(c_{i} \sigma_{i}\right)^{2} \\
\alpha_{i} & =\mathbb{E} \varphi_{i}^{\prime \prime}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right)^{2} \\
\gamma_{i} & =\mathbb{E} \varphi_{i}^{\prime \prime}\left(c_{i} s_{i}\right) .
\end{aligned}
$$

Such Hessian structure suggests that the relative Newton algorithm [28, 7, 10], which uses the asymptotic Hessian approximation at the solution point, can be performed in a block-coordinate manner, as it has been previously done in the context of blind source separation [8]. Observe that the Newton system decouples into $N$ independent linear equations, additional $\frac{1}{2} N(N-1)+M N$ systems of size $2 \times 2$, and $\frac{1}{2} M N(N-1)$ systems of size $4 \times 4$.

### 2.4 The scaling factors $c_{i}$

In order to find the scaling factors $c_{i}$, observe that the gradient of $\ell\left(c_{i} s_{i t} ; \delta_{i j} \delta_{\tau}\right)$ is given by

$$
(\nabla \ell)_{i j \tau}=-\delta_{i j} \delta_{\tau}+\frac{1}{T} \sum_{t=0}^{T-1} \varphi_{i}^{\prime}\left(c_{i} s_{i t}\right) c_{j} s_{j, t-\tau},
$$

hence,

$$
\begin{aligned}
\mathbb{E}(\nabla \ell)_{i j \tau} & =-\delta_{i j} \delta_{\tau}+\mathbb{E} \varphi_{i}^{\prime}\left(c_{i} s_{i t}\right)\left(c_{j} s_{j, t-\tau}\right) \\
& =-\delta_{i j} \delta_{\tau}+\delta_{i j} \delta_{\tau} \zeta_{i}
\end{aligned}
$$

where

$$
\zeta_{i}=\mathbb{E} \varphi_{i}^{\prime}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right)
$$

Demanding $\mathbb{E}(\nabla \ell)_{i j \tau}=0$, one obtains the set of equations

$$
\begin{equation*}
\zeta_{i}=1 \tag{11}
\end{equation*}
$$

from where the scaling factors $c_{i}$ can be found.

## 3 Asymptotic error covariance tensor

We present now an asymptotic analysis of the QML estimation error. Let the restoration kernel, $h$, be estimated by minimizing the minus log likelihood function $\ell(x ; h)$ defined in $(1)$, where the true $-\log p_{i}\left(s_{i}\right)$ of the sources are replaced by some other functions $\varphi_{i}\left(s_{i}\right)$. We assume that $h$ has sufficient degrees of freedom to accurately approximate the inverse of $w$. For analytic tractability, we assume that $\gamma_{i}, \sigma_{i}^{2}, \sigma_{i}^{\prime 2}, \alpha_{i}, \beta_{i}=\mathbb{E} \varphi_{i}^{\prime 2}\left(c_{i} s_{i}\right), \zeta_{i}=\mathbb{E} \varphi_{i}^{\prime}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right)$ and $\theta_{i}=\mathbb{E} \varphi_{i}^{\prime 2}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right)^{2}$ exist and are bounded. Note that the expected values are computed with respect to the true PDFs of $s_{i}$.

Let $h_{i j \tau}^{*}=c_{i} w_{i j \tau}^{-1}$ be the exact restoration kernel (up to scaling). It can be shown that $h^{*}$ satisfies [16]

$$
h^{*}=\underset{h}{\operatorname{argmin}} \mathbb{E}_{x} \ell(x ; h)
$$

Let $\hat{h}$ be the estimate of the exact restoration kernel $h^{*}$, based on the finite realization of the data $x$,

$$
\hat{h}=\underset{h}{\operatorname{argmin}} \ell(x ; h) .
$$

Note that $\nabla \ell(x ; \hat{h})=0$, whereas $\nabla \ell\left(x ; h^{*}\right) \neq 0$; yet $\mathbb{E} \nabla \ell\left(x ; h^{*}\right)=0$. Denote the estimation error as $\Delta h=h^{*}-\hat{h}$. Then, assuming $\|\Delta h\|$ is small, second-order Taylor expansion yields

$$
\begin{aligned}
\left(\nabla \ell\left(x ; h^{*}\right)\right)_{i j \tau} & \approx\left(\nabla^{2} \ell\left(x ; h^{*}\right)\right)_{i j \tau}{ }^{i^{\prime} j^{\prime} \tau^{\prime}}\left(h_{i^{\prime} j^{\prime} \tau^{\prime}}^{*}-\hat{h}_{i^{\prime} j^{\prime} \tau^{\prime}}\right) \\
& =\left(\nabla^{2} \ell\left(x ; w^{-1}\right)\right)_{i j \tau}{ }^{i^{\prime} j^{\prime} \tau^{\prime}} \Delta h_{i^{\prime} j^{\prime} \tau^{\prime}} .
\end{aligned}
$$

Due to the equivariance property, the former relation can be rewritten as

$$
\left(\nabla \ell\left(h^{*} * x ; \delta_{i j} \delta_{\tau}\right)\right)_{i j \tau} \approx\left(\nabla^{2} \ell\left(h^{*} * x ; \delta_{n}\right)\right)_{i j \tau}^{i^{\prime} j^{\prime} \tau^{\prime}} \Delta h_{i^{\prime} j^{\prime} \tau^{\prime}}
$$

Since $h_{i j \tau}^{*}=c_{i} w_{i j \tau}^{-1}$, we can substitute $h_{i j t}^{*} * x_{i t}=c_{i} s_{i t}$, and obtain

$$
\left(\nabla \ell\left(c_{i} s_{i t} ; \delta_{i j} \delta_{\tau}\right)\right)_{i j \tau} \approx\left(\nabla^{2} \ell\left(c_{i} s_{i t} ; \delta_{i j} \delta_{\tau}\right)\right)_{i j \tau}^{i^{\prime} j^{\prime} \tau^{\prime}} \Delta h_{i^{\prime} j^{\prime} \tau^{\prime}}
$$

For convenience, we will denote the gradient and the Hessian at the solution point as

$$
\begin{aligned}
g_{i j \tau} & =\left(\nabla \ell\left(c s ; \delta_{n}\right)\right)_{i j \tau} \\
H_{i j \tau i^{\prime} j^{\prime} \tau^{\prime}} & =\left(\nabla^{2} \ell\left(c s ; \delta_{n}\right)\right)_{i j \tau i^{\prime} j^{\prime} \tau^{\prime}}
\end{aligned}
$$

and rewrite the former equation as

$$
\begin{equation*}
g_{i j \tau} \approx H_{i j \tau}{ }^{i^{\prime} j^{\prime} \tau^{\prime}} \Delta h_{i^{\prime} j^{\prime} \tau^{\prime}} \tag{12}
\end{equation*}
$$

For a large sample size, the asymptotic Hessian structure (10) can be used, allowing to split (12) into the following three sets of problems:

1. For $i=j, \tau=0$ :

$$
\begin{equation*}
g_{i i 0}=\left(a_{i}+1\right) \Delta h_{i i 0} \tag{13}
\end{equation*}
$$

2. For $i=j, \tau \neq 0$ :

$$
\begin{align*}
g_{i i \tau} & =\gamma_{i} \sigma_{i}^{\prime 2} \Delta h_{i i \tau}+\Delta h_{i i,-\tau} \\
g_{i i,-\tau} & =\gamma_{i} \sigma_{i}^{\prime 2} \Delta h_{i i,-\tau}+\Delta h_{i i, \tau} \tag{14}
\end{align*}
$$

3. For $i \neq j, \tau \neq 0$ :

$$
\begin{align*}
g_{i j \tau} & =\gamma_{i} \sigma_{j}^{\prime 2} \Delta h_{i j \tau}+\Delta h_{j i,-\tau} \\
g_{i j,-\tau} & =\gamma_{i} \sigma_{j}^{\prime 2} \Delta h_{i j,-\tau}+\Delta h_{j i \tau} \\
g_{j i \tau} & =\gamma_{j} \sigma_{i}^{\prime 2} \Delta h_{j i \tau}+\Delta h_{i j,-\tau} \\
g_{j i,-\tau} & =\gamma_{j} \sigma_{i}^{\prime 2} \Delta h_{j i,-\tau}+\Delta h_{i j \tau}, \tag{15}
\end{align*}
$$

or, alternatively, in terms of $\Delta h$,

1. For $i=j, \tau=0$ :

$$
\begin{equation*}
\Delta h_{i i 0}=\frac{1}{a_{i}+1} g_{i i 0} \tag{16}
\end{equation*}
$$

2. For $i=j, \tau \neq 0$ :

$$
\binom{\Delta h_{i i \tau}}{\Delta h_{i i,-\tau}}=\frac{1}{\gamma_{i}^{2} \sigma_{i}^{\prime 4}-1}\left(\begin{array}{cc}
\gamma_{i} \sigma_{i}^{\prime 2} & -1  \tag{17}\\
-1 & \gamma_{i} \sigma_{i}^{\prime 2}
\end{array}\right)\binom{g_{i i \tau}}{g_{i i,-\tau}}
$$

3. For $i \neq j, \tau \neq 0$ :

$$
\begin{align*}
& \left(\begin{array}{c}
\Delta h_{i j \tau} \\
\Delta h_{i j,-\tau} \\
\Delta h_{j i \tau} \\
\Delta h_{j i,-\tau}
\end{array}\right)= \\
& \frac{1}{\gamma_{i} \gamma_{j} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-1}\left(\begin{array}{cccc}
\gamma_{j} \sigma_{i}^{\prime 2} & & & -1 \\
& \gamma_{j} \sigma_{i}^{\prime 2} & -1 & \\
& -1 & \gamma_{i} \sigma_{j}^{2} & \\
-1 & & & \gamma_{i} \sigma_{j}^{\prime 2}
\end{array}\right)\left(\begin{array}{c}
g_{i j \tau} \\
g_{i j,-\tau} \\
g_{j i \tau} \\
g_{j i,-\tau}
\end{array}\right) \tag{18}
\end{align*}
$$

Consequently, the asymptotic covariance tensor of $\Delta h$ has the following separable structure

$$
\begin{aligned}
\left(\Sigma_{\Delta h}\right)_{i j \tau i^{\prime} j^{\prime} \tau^{\prime}} & =\mathbb{E}\left(\Delta h_{i j \tau}-\mathbb{E} \Delta h_{i j \tau}\right)\left(\Delta h_{i^{\prime} j^{\prime} \tau^{\prime}}-\mathbb{E} \Delta h_{i^{\prime} j^{\prime} \tau^{\prime}}\right) \\
& =\mathbb{E} \Delta h_{i j \tau} \Delta h_{i^{\prime} j^{\prime} \tau^{\prime}} \\
& = \begin{cases}\mathbb{E} \Delta h_{i j \tau} \Delta h_{i j \tau^{\prime}} & : i=i^{\prime}, j=j^{\prime}, \tau= \pm \tau^{\prime} \\
\mathbb{E} \Delta h_{i j \tau} \Delta h_{j i \tau^{\prime}} & : \\
0 & :=j^{\prime}, i^{\prime}=j, \tau= \pm \tau^{\prime} \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

This implies that the covariance terms, for which $\left(\Sigma_{\Delta h}\right)_{i j \tau i^{\prime} j^{\prime} \tau^{\prime}}=0$, decrease in the order of $1 / T^{2}$ as $T \rightarrow \infty$.

Let us now evaluate the covariance tensor $\left(\Sigma_{\Delta h}\right)_{i j \tau i^{\prime} j^{\prime} \tau^{\prime}}$. For $i=j, \tau=0$, we obtain:

$$
\begin{equation*}
\mathbb{E} \Delta h_{i i 0}^{2}=\frac{1}{\left(\alpha_{i}+1\right)^{2}} \mathbb{E} g_{i i 0}^{2} \tag{19}
\end{equation*}
$$

Neglecting second-order terms, the second moment of $g_{i i 0}$ is

$$
\begin{aligned}
\mathbb{E} g_{i i 0}^{2} \approx & -1-2 \mathbb{E} \varphi_{i}^{\prime}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right)+\mathbb{E}^{2} \varphi_{i}^{\prime}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right) \\
& +\frac{1}{T} \cdot\left(\mathbb{E} \varphi_{i}^{\prime 2}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right)^{2}-\mathbb{E}^{2} \varphi^{\prime}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right)\right) \\
= & \left(\zeta_{i}-1\right)^{2}+\frac{\vartheta_{i}-\zeta_{i}^{2}}{T}=\frac{\vartheta_{i}-1}{T}
\end{aligned}
$$

where

$$
\begin{aligned}
\zeta_{i} & =\mathbb{E} \varphi_{i}^{\prime}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right)=1 \\
\vartheta_{i} & =\mathbb{E} \varphi_{i}^{\prime 2}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right)^{2}
\end{aligned}
$$

Hence,

$$
\left(\Sigma_{\Delta h}\right)_{i i 0 i i 0} \quad \approx \frac{\vartheta_{i}-1}{T\left(\alpha_{i}+1\right)^{2}}
$$

For $i=j, \tau \neq 0$, we obtain:

$$
\begin{align*}
& \left(\begin{array}{cc}
\mathbb{E} \Delta h_{i i \tau} \Delta h_{i i \tau} & \mathbb{E} \Delta h_{i i \tau} \Delta h_{i i,-\tau} \\
\mathbb{E} \Delta h_{i i,-\tau} \Delta h_{i i \tau} & \mathbb{E} \Delta h_{i i,-\tau} \Delta h_{i i,-\tau}
\end{array}\right)= \\
& \quad \frac{1}{\left(\gamma_{i}^{2} \sigma_{i}^{\prime 4}-1\right)^{2}} \cdot\left(\begin{array}{cc}
\gamma_{i} \sigma_{i}^{\prime 2} & -1 \\
-1 & \gamma_{i} \sigma_{i}^{\prime 2}
\end{array}\right)\left(\begin{array}{cc}
\mathbb{E} \Delta g_{i i \tau} \Delta g_{i i \tau} & \mathbb{E} \Delta g_{i i \tau} \Delta g_{i i,-\tau} \\
\mathbb{E} \Delta g_{i i,-\tau} \Delta g_{i i \tau} & \mathbb{E} \Delta g_{i i,-\tau} \Delta g_{i i,-\tau}
\end{array}\right) \\
& \quad \cdot\left(\begin{array}{cc}
\gamma_{i} \sigma_{i}^{\prime 2} & -1 \\
-1 & \gamma_{i} \sigma_{i}^{\prime 2}
\end{array}\right) \tag{20}
\end{align*}
$$

Neglecting second-order terms,

$$
\begin{aligned}
\mathbb{E} g_{i i \tau}^{2} & \approx \frac{1}{T} \mathbb{E} \varphi_{i}^{\prime 2}\left(c_{i} s_{i}\right) \mathbb{E}\left(c_{i} s_{i}\right)^{2}=\frac{\beta_{i} \sigma_{i}^{\prime 2}}{T} \\
\mathbb{E} g_{i i \tau} g_{i i,-\tau} & \approx \frac{1}{T} \mathbb{E}^{2} \varphi_{i}^{\prime 2}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right)=\frac{\zeta_{i}^{2}}{T}=\frac{1}{T}
\end{aligned}
$$

where

$$
\beta_{i}=\mathbf{E} \varphi_{i}^{\prime 2}\left(c_{i} s_{i}\right)
$$

Substituting the covariance of $g_{i i \tau}$ into the covariance of $\Delta h_{i i \tau}$, after some algebraic manipulations, one obtains

$$
\begin{aligned}
\left(\Sigma_{\Delta h}\right)_{i i \tau i i \tau} & \approx \frac{\beta_{i} \sigma_{i}^{\prime 2}\left(\gamma_{i}^{2} \sigma_{i}^{\prime 4}+1\right)-2 \gamma_{i} \sigma_{i}^{\prime 2}}{T\left(\gamma_{i}^{2} \sigma_{i}^{\prime 4}-1\right)^{2}} \\
\left(\Sigma_{\Delta h}\right)_{i i \tau i i,-\tau} & \approx \frac{\gamma_{i} \sigma_{i}^{\prime 2}\left(\gamma_{i} \sigma_{i}^{\prime 2}-2 \beta_{i} \sigma_{i}^{\prime 2}\right)+1}{T\left(\gamma_{i}^{2} \sigma_{i}^{\prime 4}-1\right)^{2}}
\end{aligned}
$$

For $i \neq j, \tau \neq 0$, we obtain:

$$
\begin{align*}
& \left(\begin{array}{cc}
\left.\mathbb{E} \Delta h_{i j \tau} \Delta h_{i j \tau} \quad \mathbb{E} \Delta h_{i j \tau} \Delta h_{i j,-\tau} \quad \mathbb{E} \Delta h_{i j \tau} \Delta h_{j i \tau} \quad \mathbb{E} \Delta h_{i j \tau} \Delta h_{j i,-\tau}\right)
\end{array}\right) \\
& \mathbb{E} \Delta h_{i j,-\tau} \Delta h_{i j \tau} \\
& \mathbb{E} \Delta h_{i j,-\tau} \Delta h_{i j,-\tau} \\
& \mathbb{E} \Delta h_{j i \tau} \Delta h_{i j,-\tau} \\
& \Delta h_{i j,-\tau} \Delta h_{j i \tau} \\
& \mathbb{E} \Delta h_{i j,-\tau} \Delta h_{j i,-\tau}= \\
& \mathbb{E} \Delta h_{j i \tau} \Delta h_{i j \tau} \\
& \mathbb{E} \Delta h_{j i,-\tau} \Delta h_{i j,-\tau} \\
& \mathbb{E} \Delta h_{j i \tau} \Delta h_{j i \tau} \\
& \left.\begin{array}{c}
\mathbb{E} \Delta h_{j i \tau} \Delta h_{j i,-\tau} \\
\mathbb{E} \Delta h_{j i,-\tau} \Delta h_{j i,-\tau}
\end{array}\right)= \\
& \frac{1}{\left(\gamma_{i} \gamma_{j} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-1\right)^{2}}\left(\begin{array}{cccc}
\gamma_{j} \sigma_{i}^{\prime 2} & & & -1 \\
& \gamma_{j} \sigma_{i}^{\prime 2} & -1 & \\
& -1 & \gamma_{i} \sigma_{j}^{\prime 2} & \\
-1 & & & \gamma_{i} \sigma_{j}^{\prime 2}
\end{array}\right) \text {. } \\
& \left(\begin{array}{cccc}
\mathbb{E} \Delta g_{i j \tau} \Delta g_{i j \tau} & \mathbb{E} \Delta g_{i j \tau} \Delta g_{i j,-\tau} & \mathbb{E} \Delta g_{i j \tau} \Delta g_{j i \tau} & \mathbb{E} \Delta g_{i j \tau} \Delta g_{j i,-\tau} \\
\mathbb{E} \Delta g_{i j,-\tau} \Delta g_{i j \tau} & \mathbb{E} \Delta g_{i j,-\tau} \Delta g_{i j,-\tau} & \mathbb{E} \Delta g_{i j,-\tau} \Delta g_{j i \tau} & \mathbb{E} \Delta g_{i j,-\tau} \Delta g_{j i,-\tau} \\
\mathbb{E} \Delta g_{j i \tau} \Delta g_{i j \tau} & \mathbb{E} \Delta g_{j i \tau} \Delta g_{i j,-\tau} & \mathbb{E} \Delta g_{j i \tau} \Delta g_{j i \tau} & \mathbb{E} \Delta g_{j i \tau} \Delta g_{j i,-\tau} \\
\mathbb{E} \Delta g_{j i,-\tau} \Delta g_{i j \tau} & \mathbb{E} \Delta g_{j i,-\tau} \Delta g_{i j,-\tau} & \mathbb{E} \Delta g_{j i,-\tau} \Delta g_{j i \tau} & \mathbb{E} \Delta g_{j i,-\tau} \Delta g_{j i,-\tau}
\end{array}\right) \\
& \left(\begin{array}{cccc}
\gamma_{j} \sigma_{i}^{\prime 2} & & & -1 \\
& \gamma_{j} \sigma_{i}^{\prime 2} & -1 & \\
& -1 & \gamma_{i} \sigma_{j}^{\prime 2} & \\
-1 & & & \gamma_{i} \sigma_{j}^{\prime 2}
\end{array}\right) \tag{21}
\end{align*}
$$

Neglecting second-order terms,

$$
\begin{aligned}
\mathbb{E} g_{i j \tau}^{2} & \approx \frac{1}{T} \mathbb{E} \varphi_{i}^{\prime 2}\left(c_{i} s_{i}\right) \mathbb{E}\left(c_{j} s_{j}\right)^{2}=\frac{\beta_{i} \sigma_{j}^{\prime 2}}{T} \\
\mathbb{E} g_{i j \tau} g_{j i,-\tau} & \approx \frac{1}{T} \mathbb{E} \varphi_{i}^{\prime 2}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right) \mathbb{E} \varphi_{j}^{\prime 2}\left(c_{j} s_{j}\right)\left(c_{j} s_{j}\right)=\frac{\zeta_{i} \zeta_{j}}{T}=\frac{1}{T} \\
\mathbb{E} g_{i j \tau} g_{i j,-\tau} & \approx 0
\end{aligned}
$$

Substituting the covariance of $g_{i j \tau}$ into the covariance of $\Delta h_{i j \tau}$, after some algebraic manipulations, one obtains

$$
\begin{aligned}
\left(\Sigma_{\Delta h}\right)_{i j,-\tau, i j,-\tau}=\left(\Sigma_{\Delta h}\right)_{i j \tau i j \tau} & \approx \frac{\sigma_{i}^{\prime 2}\left(\gamma_{j}^{2} \beta_{i} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-2 \gamma_{j}+\beta_{j}\right)}{T\left(\gamma_{i} \gamma_{j} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-1\right)^{2}} \\
\left(\Sigma_{\Delta h}\right)_{i j \tau j i,-\tau}=\left(\Sigma_{\Delta h}\right)_{i j,-\tau, j i \tau} & \approx \frac{\gamma_{i} \gamma_{j} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-\sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}\left(\gamma_{i} \beta_{j}+\gamma_{j} \beta_{i}\right)-1}{T\left(\gamma_{i} \gamma_{j} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-1\right)^{2}}
\end{aligned}
$$

Combining the previous results, the following asymptotic covariance tensor of the estimation error is obtained:

$$
\begin{align*}
& \left(\Sigma_{\Delta h}\right)_{i j \tau i^{\prime} j^{\prime} \tau^{\prime}} \approx \\
& \frac{1}{T} \cdot \begin{cases}\frac{\vartheta_{i}-1}{\left(\alpha_{i}+1\right)^{2}} & : i=i^{\prime}=j=j^{\prime}, \tau=\tau^{\prime}=0, \\
\frac{\beta_{i} \sigma_{i}^{\prime 2}\left(\gamma_{i}^{2} \sigma_{i}^{\prime 4}+1\right)-2 \gamma_{i} \sigma_{i}^{\prime 2}}{\left(\gamma_{i}^{2} \sigma_{i}^{\prime 4}-1\right)^{2}} & : i=j^{\prime}=i^{\prime}=j, \tau=\tau^{\prime} \neq 0 \\
\frac{\gamma_{i} \sigma_{i}^{\prime 2}\left(\gamma_{i} \sigma_{i}^{\prime 2}-2 \beta_{i} \sigma_{i}^{\prime 2}\right)+1}{\left(\gamma_{i}^{2} \sigma_{i}^{\prime 4}-1\right)^{2}} & : i=j^{\prime}=i^{\prime}=j, \tau=-\tau^{\prime} \neq 0, \\
\frac{\sigma_{i}^{\prime 2}\left(\gamma_{j}^{2} \beta_{i} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-2 \gamma_{j}+\beta_{j}\right)}{\left(\gamma_{i} \gamma_{j} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-1\right)^{2}} & : i=i^{\prime} \neq j=j^{\prime}, \tau=\tau^{\prime} \\
\frac{\gamma_{i} \gamma_{j} \sigma_{i}^{\prime} \sigma_{j}^{\prime 2}-\sigma_{i}^{\prime \prime} \sigma_{j}^{\prime \prime}\left(\gamma_{i} \beta_{j}+\gamma_{j} \beta_{i}\right)-1}{\left(\gamma_{i} \gamma_{j} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-1\right)^{2}} & : i=j^{\prime} \neq j=i^{\prime}, \tau=-\tau^{\prime} \\
0 & : \text { otherwise. }\end{cases} \tag{22}
\end{align*}
$$

Observe that for every $\tau, \tau^{\prime}$,

$$
\begin{aligned}
& \left(\Sigma_{\Delta h}\right)_{i i \tau j k \tau^{\prime}}=0 \quad: \quad i, j \neq k \\
& \left(\Sigma_{\Delta h}\right)_{i i \tau j j \tau^{\prime}}=0 \quad: \quad i \neq j
\end{aligned}
$$

which implies lack of correlation between the estimates of the diagonal and offdiagonal elements of $h_{i j \tau}$ for every $\tau$. Therefore, the asymptotic error covariance tensor decouples into the source separation terms ( $h_{i j \tau}$ for $i \neq j$ ), determining the quality of cross-talk elimination, and the $N$ independent single-channel deconvolution terms $\left(h_{i i \tau}\right)$. Observe also that for every $\tau, \tau^{\prime}$, and $i \neq j,\left(\Sigma_{\Delta h}\right)_{i j \tau i^{\prime} j^{\prime} \tau^{\prime}} \neq 0$ only for $i^{\prime}=j, j^{\prime}=i$. Therefore, the source separation terms are further decoupled into independent $2 \times 2$ terms ( $h_{i j \tau}, h_{j i \tau}$ ). This decoupling has been previously observed in the special case of true ML multichannel blind deconvolution [26]. Since
for every $i,\left(\Sigma_{\Delta h}\right)_{i i \tau i i \tau^{\prime}} \neq 0$ only for $\tau= \pm \tau^{\prime}$, each of the single-channel blind deconvolution terms in the covariance tensor also decouples into $N$ independent $2 \times 2$ terms ( $h_{i i \tau}, h_{i i,-\tau}$ ) and one $1 \times 1$ term ( $h_{i i 0}$ ). The latter property is rather surprising, since combined with asymptotic normality of the estimation error, it implies that $\Delta h_{i i \tau}$ are statistically independent for all $\tau \geq 0$.

### 3.1 Particular cases

In several particular cases, the asymptotic error covariance tensor (22) can be significantly simplified. We discuss here the cases of single-channel blind deconvolution, the instantaneous blind source separation, and the true ML deconvolution. We also highlight two special cases of Gaussian sources and sources allowing superefficient deconvolution.

### 3.1.1 Single-channel blind deconvolution

In the case of single-channel blind deconvolution $(N=1)$, the asymptotic covariance reduces to

$$
\left(\Sigma_{\Delta h}\right)_{\tau \tau^{\prime}} \approx \frac{1}{T} \cdot \begin{cases}\frac{\vartheta-1}{\left((a+1)^{2}\right.} & : \tau=\tau^{\prime}=0 \\ \frac{\beta_{i} \sigma^{\prime 2}\left(\gamma^{2} \sigma^{\prime 4}+1\right)-2 \gamma \sigma^{\prime 2}}{\left.\left(\gamma^{2} \sigma^{\prime \prime}-1\right)\right)^{2}} & : \tau=\tau^{\prime} \neq 0, \\ \frac{\gamma \sigma^{\prime 2}\left(\gamma \sigma^{\prime 2}-2 \beta \sigma^{\prime 2}\right)+1}{\left(\gamma^{2} \sigma^{\prime 4}-1\right)^{2}} & : \tau=-\tau^{\prime} \neq 0, \\ 0 & : \text { otherwise. }\end{cases}
$$

This result coincides with the asymptotic covariance derived in $[10,9]$ for the single-channel case.

### 3.1.2 Instantaneous blind source separation

In the case of instantaneous blind source separation ( $K=0$ ), the asymptotic covariance reduces to

$$
\begin{aligned}
& \left(\Sigma_{\Delta h}\right)_{i j i^{\prime} j^{\prime}} \approx \\
& \frac{1}{T} \cdot \begin{cases}\frac{\vartheta_{i}-1}{\left(\alpha_{i}+1\right)^{2}} & : i=i^{\prime}=j=j^{\prime}, \\
\frac{\sigma_{i}^{\prime 2}\left(\gamma_{j}^{2} \beta_{i} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-2 \gamma_{j}+\beta_{j}\right)}{\left(\gamma_{i} \gamma_{2} \sigma_{2}^{\prime 2} \sigma^{\prime 2}-1\right)^{2}} & : i=i^{\prime} \neq j=j^{\prime}, \\
\frac{\gamma_{i} \gamma_{j} \sigma_{2}^{\prime \prime} \sigma_{j}^{\prime 2}-\sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}\left(\gamma_{i} \beta_{j}+\gamma_{j} \beta_{i}\right)-1}{\left(\gamma_{i} \gamma_{j} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-1\right)^{2}} & : i=j^{\prime} \neq j=i^{\prime}, \\
0 & : \text { otherwise. }\end{cases}
\end{aligned}
$$

This result is equivalent to the asymptotic performance estimate for QML blind source separation derived in [19].

### 3.1.3 True ML restoration

True ML restoration is obtained for $\varphi_{i}(s)=-\log p_{i}(s)$. In this case, $c_{i}=1$, $\sigma_{i}^{\prime 2}=\sigma_{i}^{2}$, and under the assumption that $\lim _{s_{i} \rightarrow \pm \infty} p_{i}^{\prime}(s) s=0$,

$$
\begin{aligned}
\gamma_{i} & =\mathbb{E} \varphi_{i}^{\prime \prime}(s)=-\int_{-\infty}^{\infty} \frac{p_{i}^{\prime}(s) p_{i}(s)-p_{i}^{\prime 2}(s)}{p_{i}^{2}(s)} p_{i}(s) d s \\
& =-\left.p_{i}^{\prime}(s)\right|_{-\infty} ^{\infty}+\int_{-\infty}^{\infty} \frac{p_{i}^{\prime 2}(s)}{p_{i}^{2}(s)} p_{i}(s) d s=\mathbb{E} \varphi_{i}^{\prime 2}(s)=\beta_{i} .
\end{aligned}
$$

Observe that differentiating the equation

$$
\int_{-\infty}^{\infty} p_{i}(s) s^{2} d s=\sigma_{i}^{2}
$$

w.r.t. $s$ yields

$$
\begin{aligned}
0 & =\int_{-\infty}^{\infty} p_{i}^{\prime}(s) s^{2} d s+2 \int_{-\infty}^{\infty} p_{i}(s) s d s \\
& =\int_{-\infty}^{\infty} \frac{p_{i}^{\prime}(s)}{p_{i}(s)} s^{2} p_{i}(s) d s+2 \mathbf{E} s_{i} \\
& =-\int_{-\infty}^{\infty} \varphi_{i}^{\prime}(s) s^{2} p_{i}(s) d s
\end{aligned}
$$

Differentiating again w.r.t. $s$, we obtain, using integration by parts,

$$
\begin{aligned}
0 & =\int_{-\infty}^{\infty}\left(\varphi_{i}^{\prime \prime}(s) s^{2}+2 \varphi_{i}^{\prime}(s) s\right) p_{i}(s) d s+\int_{-\infty}^{\infty} \varphi_{i}^{\prime}(s) s^{2} p_{i}^{\prime}(s) d s \\
& =\mathbb{E} \varphi_{i}^{\prime \prime}(s) s^{2}-\int_{-\infty}^{\infty}\left(2 p_{i}^{\prime}(s) s+\left(\frac{p_{i}^{\prime}(s)}{p_{i}(s)}\right)^{2} s^{2} p_{i}(s)\right) d s \\
& =\mathbb{E} \varphi_{i}^{\prime \prime}(s) s^{2}-\mathbb{E} \varphi_{i}^{\prime 2}(s) s^{2}-\left.2 p_{i}(s) s\right|_{-\infty} ^{\infty}+2 \int_{-\infty}^{\infty} p_{i}(s) d s \\
& =\mathbb{E} \varphi_{i}^{\prime \prime}(s) s^{2}-\mathbb{E} \varphi_{i}^{\prime 2}(s) s^{2}+2=\alpha_{i}-\theta_{i}+2 .
\end{aligned}
$$

Hence, $\theta_{i}=\alpha_{i}+2$. Let us also define

$$
\begin{aligned}
\mathcal{L}_{i} & =\sigma_{i}^{2} \cdot \mathbf{E} \varphi_{i}^{\prime 2}(s)=\beta_{i} \sigma_{i}^{2} \\
\mathcal{S}_{i} & =\operatorname{cum}\left\{\varphi_{i}^{\prime}\left(s_{i}\right), \varphi_{i}^{\prime}\left(s_{i}\right), s_{i}, s_{i}\right\}+\mathcal{L}_{i}+1=\theta_{i}-1 .
\end{aligned}
$$

$\mathcal{L}_{i}$ and $\mathcal{S}_{i}$ are known as Fisher's information for location and scale parameters, respectively. Substituting $\sigma_{i}^{\prime 2}=\sigma_{i}^{2}, \gamma_{i}=\beta_{i}, \theta_{i}=\alpha_{i}+2, \theta_{i}-1=\mathcal{S}_{i}$ and
$\beta_{i} \sigma_{i}^{2}=\mathcal{L}_{i}$ into (22), we obtain

$$
\begin{aligned}
& \left(\Sigma_{\Delta h}\right)_{i j \tau i^{\prime} j^{\prime} \tau^{\prime}} \approx \\
& \frac{1}{T} \cdot \begin{cases}\frac{1}{\mathcal{S}_{i}} & : i=i^{\prime}=j=j^{\prime}, \tau=\tau^{\prime}=0 \\
\frac{\mathcal{L}_{i}}{\mathcal{L}_{i}^{2}-1} & : i=j^{\prime}=i^{\prime}=j, \tau=\tau^{\prime} \neq 0 \\
\frac{\left(1-\mathcal{L}_{i}\right)\left(1+\mathcal{L}_{i}\right)^{2}}{} & : i=j^{\prime}=i^{\prime}=j, \tau=-\tau^{\prime} \neq 0 \\
\frac{\sigma_{i}^{2}}{\sigma_{j}^{2}} \cdot \frac{\mathcal{L}_{j}}{\mathcal{L}_{i} \mathcal{L}_{j}-1} & : i=i^{\prime} \neq j=j^{\prime}, \tau=\tau^{\prime} \\
-\frac{1}{\mathcal{L}_{i} \mathcal{L}_{j}-1} & : i=j^{\prime} \neq j=i^{\prime}, \tau=-\tau^{\prime} \\
0 & : \text { otherwise. }\end{cases}
\end{aligned}
$$

This result coincides with the CRLB on $h_{i j \tau}$ developed in [26].

### 3.1.4 Gaussian sources

Let us assume that the source is Gaussian, i.e.,

$$
p(s)=\left(2 \pi \sigma^{2}\right)^{-\frac{1}{2}} \cdot \exp \left\{-\frac{s^{2}}{2 \sigma^{2}}\right\}
$$

Under mild assumption on $\varphi(s)$, using integration by parts one obtains

$$
\begin{aligned}
\gamma & =\int_{-\infty}^{\infty} \varphi^{\prime \prime}(c s) p(s) d s=\left.\frac{\varphi^{\prime}(c s)}{c} p(s)\right|_{-\infty} ^{\infty}-\int_{-\infty}^{\infty} \frac{\varphi^{\prime}(c s)}{c} p^{\prime}(s) d s \\
& =\frac{1}{c \sigma^{2}} \int_{-\infty}^{\infty} \varphi^{\prime}(c s) p(s) s d s=\frac{1}{(c \sigma)^{2}} \int_{-\infty}^{\infty} \varphi^{\prime}(c s) c s p(s) d s
\end{aligned}
$$

from where by the condition on the scaling factor $\zeta=1$, it follows that $\gamma \sigma^{\prime 2}=1$. Hence, for a Gaussian source, the denominator of the covariance tensor in (22) vanishes, resulting in infinite variance of the estimation error, which implies the well-known fact that deconvolution of Gaussian sources is impossible.

### 3.1.5 Super-efficient deconvolution

Let us now consider the particular case of sparse sources, such sources that take the value of zero with some non-zero probability $\rho=P\left(s_{n}=0\right)>0$. An example of such distribution is the Gauss-Bernoully (sparse normal) distribution [10]. When $\varphi(s)$ is chosen according to (2), $\varphi_{\lambda}^{\prime}(s) \rightarrow \operatorname{sign}(s)$ and $\varphi_{\lambda}^{\prime \prime}(s) \rightarrow 2 \delta(s)$ as $\lambda \rightarrow 0^{+}$. Hence, for a sufficiently small $\lambda$,

$$
\gamma \approx \frac{1}{c \lambda} \int_{-\lambda}^{+\lambda} p(s) d s \approx \frac{\rho}{c \lambda}
$$

whereas $\beta$ and $c$ are bounded. Consequently,

$$
\begin{array}{ll}
\operatorname{plim}_{T \rightarrow \infty} T\left(\Sigma_{\Delta h}\right)_{i i \tau i i \tau} & \leq \frac{\beta_{i}}{\gamma_{i}^{2} \sigma_{i}^{\prime 2}} \leq \text { const } \cdot \lambda^{2} \\
\tau \neq 0 \\
\operatorname{plim}_{T \rightarrow \infty} T\left(\Sigma_{\Delta h}\right)_{i j \tau i j \tau} & \leq \frac{\beta_{i}}{\gamma_{i}^{2} \sigma_{j}^{\prime 2}} \leq \text { const } \cdot \lambda^{2},
\end{array} i \neq j .
$$

Observe that

$$
\begin{aligned}
& \lim _{\lambda \rightarrow 0^{+}} \operatorname{plim}_{T \rightarrow \infty} T\left(\Sigma_{\Delta h}\right)_{i i \tau i i \tau}=0 \\
& \lim _{\lambda \rightarrow 0^{+}} \operatorname{plim}_{T \rightarrow \infty} T\left(\Sigma_{\Delta h}\right)_{i j \tau i j \tau}=0, \\
& i \neq j
\end{aligned}
$$

that is, the estimator $\hat{h}_{i j \tau}$ of $h_{i j \tau}$ is super-efficient in the limit $\lambda \rightarrow 0^{+}$.
Similar result is obtained for the sub-Gaussian quasi ML estimator $\varphi_{\mu}(s)$ defined in (3), with the uniform distribution. Let us assume that $s \sim \mathcal{U}[-a, a]$, for $a>0$. By the condition on the scaling factor, we obtain

$$
\begin{aligned}
1 & =\zeta=\mathbb{E} \varphi^{\prime}(c s)(c s)=c \int_{-\infty}^{\infty} \mu|c s|^{\mu-1} \operatorname{sign}(s) s p(s) d s \\
& =\frac{\mu c^{\mu}}{2 a} \int_{-a}^{a}|s|^{\mu} d s=\frac{\mu c^{\mu} \cdot a^{\mu}}{\mu+1},
\end{aligned}
$$

from where

$$
c=\left(\frac{\mu+1}{a^{\mu} \mu}\right)^{1 / \mu}
$$

Consequently,

$$
\begin{aligned}
\gamma & =\mathbb{E} \varphi^{\prime \prime}(c s)=\int_{-\infty}^{\infty} \mu(\mu-1)|c s|^{\mu-2} p(s) d s \\
& =a^{2}(\mu-1)\left(\frac{\mu}{\mu+1}\right)^{2 / \mu}
\end{aligned}
$$

For a sufficiently large $\mu, \gamma \approx a^{2} \mu$, hence,

$$
\begin{array}{ll}
\operatorname{plim}_{T \rightarrow \infty} T\left(\Sigma_{\Delta h}\right)_{i i \tau i i \tau} & \leq \frac{\beta_{i}}{\gamma_{i}^{2} \sigma_{i}^{\prime 2}} \leq \text { const } \cdot \frac{1}{\mu^{2}}
\end{array} \tau \neq 0, ~ 子, ~ i \neq j .
$$

Consequently, we obtain

$$
\begin{aligned}
& \lim _{\mu \rightarrow \infty} \operatorname{plim}_{T \rightarrow \infty} T\left(\Sigma_{\Delta h}\right)_{i i \tau i i \tau}=0 \\
& \lim _{\mu \rightarrow \infty} \operatorname{plim}_{T \rightarrow \infty} T\left(\Sigma_{\Delta h}\right)_{i j \tau i j \tau}=0, \\
& i \neq j
\end{aligned}
$$

that is, the estimator is super-efficient in the limit $\mu \rightarrow \infty$. The latter result can be simply generalized for distributions, whose PDF vanishes outside some interval.

## 4 Asymptotic restoration quality

The quality of the restored signal is degraded by crosstalk due to imperfect channel separation, and from distortions caused by imperfect deconvolution of the channel itself. A common measure of the signal reconstruction quality is the interference-to-signal (ISR) power ratio. Consider the $i$-th output, for which $s_{i t}$ is the desired output, and $s_{j t}, j \neq i$, are the interfering signals. Denoting the global system response by $g_{i j \tau}=h_{i j \tau} * w_{i j \tau}$, the average power of the desired signal is

$$
P_{i i}=\mathbb{E}\left\|g_{i i t} \star s_{i t}\right\|_{2}^{2} \approx c_{i} \sigma_{i}^{2}=\sigma_{i}^{\prime 2}
$$

whereas the average power of the $j$-th interferer is

$$
\begin{aligned}
P_{i j} & =\mathbb{E}\left\|g_{i j t} \star s_{j t}\right\|_{2}^{2}=\mathbb{E}\left\|\Delta h_{i j t} \star s_{j t}\right\|_{2}^{2} \approx \sigma_{j}^{2} \cdot \sum_{\tau}\left(\Sigma_{\Delta h}\right)_{i j \tau i j \tau} \\
& \approx \frac{(2 M+1) \sigma_{j}^{2} \sigma_{i}^{\prime 2}\left(\gamma_{j}^{2} \beta_{i} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-2 \gamma_{j} \zeta_{i} \zeta_{j}+\beta_{j}\right)}{T\left(\gamma_{i} \gamma_{j} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-1\right)^{2}}
\end{aligned}
$$

Since the sources are assumed to be independent,

$$
\mathrm{ISR}_{i}=\sum_{j \neq i} \frac{P_{i j}}{P_{i i}} \approx \frac{2 M+1}{T} \cdot \sum_{j \neq i} \frac{\sigma_{j}^{2}\left(\gamma_{j}^{2} \beta_{i} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-2 \gamma_{j} \zeta_{i} \zeta_{j}+\beta_{j}\right)}{\left(\gamma_{i} \gamma_{j} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-1\right)^{2}}
$$

Observe that for the true ML deconvolution, the latter expression reduces to

$$
\mathrm{ISR}_{i}=\frac{2 M+1}{T} \cdot \sum_{j \neq i} \frac{\mathcal{L}_{j}}{\mathcal{L}_{i} \mathcal{L}_{j}-1}
$$

which corresponds to the bound reported in [26].
Another commonly used measure for restoration quality is the mean square error (MSE), given by

$$
\begin{aligned}
\mathrm{MSE}_{i}= & \mathbb{E}\left(y_{i t}-c_{i} s_{i t}\right)^{2}=\sum_{j} \mathbb{E}\left\|g_{i j t} \star s_{j t}-c_{i} \delta_{t}\right\|_{2}^{2}=\sum_{j} \sigma_{j}^{2} \cdot \mathbb{E}\left\|\Delta h_{i j t}\right\|_{2}^{2} \\
\approx & \sum_{j} \sigma_{j}^{2} \cdot \sum_{\tau=-M}^{M}\left(\Sigma_{\Delta h}\right)_{i j \tau i j \tau} \\
\approx & (2 M+1) \cdot \sum_{j \neq i} \frac{\sigma_{j}^{2} \sigma_{i}^{\prime 2}\left(\gamma_{j}^{2} \beta_{i} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-2 \gamma_{j} \zeta_{i} \zeta_{j}+\beta_{j}\right)}{T\left(\gamma_{i} \gamma_{j} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}-1\right)^{2}} \\
& +2 M \cdot \frac{\beta_{i} \sigma_{i}^{2} \sigma_{i}^{\prime 2}\left(\gamma_{i}^{2} \sigma_{i}^{\prime 4}+1\right)-2 \gamma_{i} \sigma_{i}^{\prime 2} \zeta_{i}^{2}}{T\left(\gamma_{i}^{2} \sigma_{i}^{\prime 4}-1\right)^{2}}+\frac{\sigma_{i}^{2}\left(\vartheta_{i}-\zeta_{i}^{2}\right)}{T\left(\alpha_{i}+1\right)^{2}}
\end{aligned}
$$

## 5 Asymptotic stability

The estimator $\hat{h}(x)$ of $h^{*}$, obtained by minimization of $\ell(x ; h)$, is asymptotically stable if $h=h^{*}$ is a local minimizer of $\ell(x ; h)$ for infinitely large sample size. Any consistent estimator is asymptotically stable. Asymptotic error analysis, presented in Section 3, is valid only when the QML estimator is asymptotically stable.

Proposition 2. Let $\hat{h}(x)$ be the QML estimator of $h . \hat{h}(x)$ is asymptotically stable if for all $i, j$, the following conditions hold:

$$
\begin{align*}
\gamma_{i} & >0, \\
\gamma_{i} \gamma_{j} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2} & >1, \\
\alpha_{i}+1 & >0 . \tag{23}
\end{align*}
$$

$\hat{h}(x)$ is asymptotically unstable if there exist $i, j$, for which one of the following conditions hold:

$$
\begin{align*}
& \gamma_{i}<0 \\
& \gamma_{i} \gamma_{j} \sigma_{i}^{\prime 2} \sigma_{j}^{\prime 2}<1, \\
& \alpha_{i}+1<0 . \tag{24}
\end{align*}
$$

Proof. The QML estimator is asymptotically stable if in the limit $T \rightarrow \infty, h=h^{*}$ is a local minimizer of $\ell(x ; h)$, or due to equivariance, $h_{i j \tau}=\delta_{i j} \delta_{\tau}$ is a local minimizer of $\ell\left(c_{i} s_{i} ; h\right)$. The first- and the second-order Karush-Kuhn-Tucker conditions [6]

$$
\begin{align*}
\operatorname{plim}_{T \rightarrow \infty} \nabla \ell\left(c_{i} s_{i} ;\right. & \left.\delta_{i j} \delta_{\tau}\right)
\end{aligned}=001 \text { } \begin{aligned}
\operatorname{plim}_{T \rightarrow \infty} \nabla^{2} \ell\left(c_{i} s_{i} ; \delta_{i j} \delta_{\tau}\right) & \succ 0 \tag{25}
\end{align*}
$$

are the necessary and the sufficient conditions, respectively, for existence of the local minimum.

The necessary condition (25) requires that $\nabla \ell=0$ as the sample size approaches infinity. By the law of large numbers,

$$
\operatorname{plim}_{T \rightarrow \infty} g_{i j \tau}=\mathbb{E} g_{i j \tau}=0,
$$

by choice of $c_{i}$. The sufficient condition (26) requires that $\nabla^{2} \ell \succ 0$ as the sample size approaches infinity, that is, for all $x_{i j \tau} \neq 0$,

$$
\operatorname{plim}_{T \rightarrow \infty} x^{i j \tau} H_{i j \tau}^{i^{\prime} j^{\prime} \tau^{\prime}} x_{i^{\prime} j^{\prime} \tau^{\prime}}>0 .
$$

Using the asymptotic Hessian given in (10), this condition can be rewritten as:

$$
\forall x_{i j \tau} \neq 0,
$$

$$
\begin{aligned}
& x^{i j \tau} H_{i j \tau}{ }^{i^{\prime} j^{\prime} \tau^{\prime}} x_{i^{\prime} j^{\prime} \tau^{\prime}}= \\
& \quad \sum_{i}\left(\alpha_{i}+1\right) x_{i i 0}^{2}+\sum_{i, \tau \neq 0}\left(\gamma_{i}^{2} \sigma_{i}^{\prime 2} x_{i i \tau}^{2}+x_{i i \tau} x_{i i,-\tau}\right)+\sum_{i \neq j, \tau}\left(\gamma_{i}^{2} \sigma_{j}^{\prime 2} x_{i j \tau}^{2}+x_{i j \tau} x_{j i,-\tau}\right) \\
& =\sum_{i}\left(\alpha_{i}+1\right) x_{i i 0}^{2}+\sum_{i, \tau>0}\binom{x_{i i \tau}}{x_{i i,-\tau}}^{T}\left(\begin{array}{cc}
\gamma_{i} \sigma_{i}^{\prime 2} & 1 \\
1 & \gamma_{i} \sigma_{i}^{\prime 2}
\end{array}\right)\binom{x_{i i \tau}}{x_{i i,-\tau}} \\
& \quad+\sum_{j \neq i}\binom{x_{i j 0}}{x_{j i 0}}^{T}\left(\begin{array}{cc}
\gamma_{i} \sigma_{j}^{\prime 2} & 1 \\
1 & \gamma_{i} \sigma_{j}^{\prime 2}
\end{array}\right)\binom{x_{i j 0}}{x_{j i 0}} \\
& \quad+\sum_{j \neq i, \tau>0}\left(\begin{array}{c}
x_{i j \tau} \\
x_{i j,-\tau} \\
x_{j i \tau} \\
x_{j i,-\tau}
\end{array}\right)^{T}\left(\begin{array}{cccc}
\gamma_{i} \sigma_{j}^{\prime 2} & & 1 \\
& \gamma_{i} \sigma_{j}^{\prime 2} & 1 & \\
& 1 & \gamma_{j} \sigma_{i}^{\prime 2} & \\
1 & & & \gamma_{j} \sigma_{i}^{\prime 2}
\end{array}\right)\left(\begin{array}{c}
x_{i j \tau} \\
x_{i j,-\tau} \\
x_{j i \tau} \\
x_{j i,-\tau}
\end{array}\right)>0 .
\end{aligned}
$$

The latter holds if and only if for all $i, j$

$$
\begin{aligned}
& \begin{aligned}
& a_{i}+1
\end{aligned}>0 \\
& \left(\begin{array}{cccc}
\gamma_{i} \sigma_{j}^{\prime 2} & & & 1 \\
& \gamma_{i} \sigma_{j}^{\prime 2} & 1 & \\
& 1 & \gamma_{j} \sigma_{i}^{\prime 2} & \\
1 & & & \gamma_{j} \sigma_{i}^{\prime 2}
\end{array}\right) \succ 0,
\end{aligned}
$$

which holds if and only if conditions (23) are satisfied. The necessary second-order condition for existence of local minimum of $\ell$ is

$$
\operatorname{plim}_{T \rightarrow \infty} \nabla^{2} \ell\left(c_{i} s_{i} ; \delta_{i j} \delta_{\tau}\right) \succeq 0 .
$$

Hence, if one of conditions (24) hold, the estimator is asymptotically unstable.

## 6 Discussion and conclusion

In order to be in a position to utilize the QML estimator of the restoration kernel in multichannel blind deconvolution, and to gain insight into the effect of the source distribution and the choice of $\varphi_{i}(s)$, it is important to quantify the asymptotic performance and establish stability conditions. For this purpose we derived simple closed-form expressions for the asymptotic estimation error, and showed that its covariance tensor has a simple separable form. An asymptotic estimate of the restoration quality in terms of SIR was also presented. The main conclusion from
the performance analysis is that the asymptotic performance depends on the choice of $\varphi_{i}(s)$ essentially through the ratios $\frac{\mathbf{E}_{\varphi_{2}^{\prime \prime}\left(s_{i}\right)}}{\mathbf{E}^{2} \varphi_{i}^{\prime \prime}\left(s_{i}\right)}$ of non-linear moments of each of the sources. This provides insight of how to choose a "good" function $\varphi_{i}(s)$, and can be also used to predict the performance degradation (compared to the CRLB) due to choice of a sub-optimal $\varphi_{i}(s)$. We demonstrated that in the special cases of single-channel blind deconvolution and instantaneous blind source separation, our asymptotic performance analysis coincide with the results previously reported in literature. We also demonstrated that for the true ML estimator, our asymptotic performance bounds coincide with the CRLB.

The explicit stability conditions on the QML estimator show that asymptotic stability is fully determined by the signs of

$$
\begin{gathered}
\mathbb{E} \varphi_{i}^{\prime \prime}\left(c_{i} s_{i}\right), \\
\mathbf{E} \varphi_{i}^{\prime \prime}\left(c_{i} s_{i}\right) \mathbb{E}\left(c_{i} s_{i}\right)^{2} \cdot \mathbf{E} \varphi_{j}^{\prime \prime}\left(c_{i} s_{j}\right) \mathbb{E}\left(c_{j} s_{j}\right)^{2}-1,
\end{gathered}
$$

and

$$
\mathbb{E} \varphi_{i}^{\prime \prime}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right)^{2}+1,
$$

where $c_{i}$ are scaling factors, obtained from the solution of $\mathbb{E} \varphi_{i}^{\prime}\left(c_{i} s_{i}\right)\left(c_{i} s_{i}\right)=1$. Extension of these results to the case of multi-dimensional sources is straighforward.
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