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Abstract—The multiple wires required for on-chip bit-parallel interconnect in large systems on chip (SoC) occupy large chip area 

and present a significant capacitive load. The problem is exacerbated in Networks-on-Chip (NoC), which employ numerous multi-

bit links with widely varying throughput demands, activity rates and standby periods. We approach this challenge with high speed 

on-chip serial interconnects. Conventional differential-signaling serial link circuits, typically employed for chip-to-chip I/O 

communications, are inappropriate for on-chip serial links, since they require complex clock and data recovery PLL-based circuits, 

which consume excessive power and area. Instead, we investigate low power asynchronous data transfer techniques, based on low 

voltage differential transition signaling. A novel bit-serial interconnect structure, comprising encoder, serializer, de-serializer and 

decoder circuits, is described and analyzed. Low latency synchronizers are employed at each end, enabling seamless connectivity of 

separate clock domains. Asynchronous NoC routers can be inserted along the link in a modular fashion, rendering this design 

useful for scalable NoC architectures. Dynamic and leakage power, as well as area, compare favorably with other link 

architectures. 

Index Terms—NoC, Serial Interconnect, Asynchronous Circuits, Differential Signaling, Low-Swing, Dual-Rail, Two-Phase, 1-of-2 

Encoding, NRZ encoding. 

I. INTRODUCTION 

Large Systems on Chip (SoC), comprising a large number of modules, typically require multiple long on-chip data 

channels that interconnect far-away modules. Bit parallel data links provide high data rates at the cost of large chip area, 

routing difficulty, and high dynamic power. In addition, such links are often utilized over only a small portion of the time, but 

dissipate leakage power at all times. Leakage is incurred at the line drivers and also at the repeaters, which are often 

necessary for long interconnects. 

Bit-serial interconnects address the issues of chip area, routability, and leakage power, since there are fewer wires, fewer 

line drivers, and fewer repeaters. However, data rate is reduced due to serialization, and hence serial links can be employed 
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only when throughput requirements are not violated. In this work we investigate bit-serial links for their low area and low 

power advantages. 

Large SoCs often employ multiple clocks. Transmission over long data links could cross clock domains and usually 

requires synchronization, whether the link is bit-parallel or serial. A common timing mechanism for serial interconnects 

injects a clock into the data stream at the transmitting side and recovers the clock at the receiver. Such clock-data recovery 

(CDR) circuits often require a power-hungry PLL, which also takes a while to converge on the proper clock frequency and 

phase at the beginning of each transmission. And, if the receiver and transmitter operate in different clock domains, the 

transaction must also be synchronized at the target, incurring additional time delay and power. Alternatively, an 

asynchronous data link employs handshake instead of clocks. Traditional asynchronous protocols are relatively slow due to 

Return-to-Zero (RTZ) requirement and the need to acknowledge transitions  [1]. In this paper we consider non-RTZ (NRZ) 

protocols that do not require acknowledgement, improving throughput and latency of the data link. 

Reduced voltage swing has been proposed for various types of data links, principally as a means for power reduction 

 [2] [3]. However, low swing may adversely affect noise immunity, and should be considered carefully. 

Another commonly used technique for enhancing speed and noise immunity of interconnect involves differential (dual-

rail) signal wires. This should also be carefully considered for on-chip applications, and compared with wider single-ended 

wires placed at larger inter-wire spacing. 
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Figure 1: A NoC Mesh Architecture with Long-range Links 

Networks on Chip (NoC) have been proposed as an efficient means to manage on-chip communications  [4]− [6]. They 

typically employ routers and data links that interconnect the modules of the SoC (Figure 1). Data links are spatially reused 

(saving area), and the need for designing ad-hoc links is minimized (saving design effort and time). We seek solutions that 



 

are area- and leakage power-efficient. Bit serial links appear to be most appropriate for the majority of NoC links. Note that 

these links interconnect NoC routers, rather than computational modules. The NoC in Figure 1 combines normal links 

arranged in a 2D mesh with some longer range ones. 
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Figure 2: Fast Asynchronous Serial Link Architecture 

Using low-voltage differential pairs for on-chip interconnect was discussed in  [7] [8], where data was sampled at the 

receiver without any attention to synchronization issues. A three level voltage swing was presented in  [9], requiring non-

standard amplifiers.  

We investigate fast differential, low-power, asynchronous bit-serial links for on-chip long distance interconnects, 

eliminating the clock generator and the CDR circuit. Architectural alternatives and considerations are discussed in Section  II 

and the circuit implementation is discussed in Section  III. 

II. ARCHITECTURAL CONSIDERATIONS 

Communications over the serial link occur at four levels (Figure 2): Synchronization, encoding, serialization, and the 

physical link. First, low-latency synchronization is applied: Data is synchronized at the receiver, and an acknowledgment 

signal is synchronized at the transmitter. Next, the encoder converts the (bit-parallel) word into the codes that will be sent 

over the serial lines. All this is conducted relatively slowly in a bit-parallel fashion. Last, the parallel word is serialized and 

driven into the wires. At the receiving end this order is reversed: A deserializer gathers received bits into parallel words, the 

decoder retrieves the original word, and the synchronizer inserts that word into the receiving clock domain. The 

synchronizer-encoder-serializer at the transmitter and the deserializer-decoder-synchronizer at the receiver perform complete 

Req/Ack handshake, but communication at the physical layer over the link wires is performed without any acknowledgement.  

Multiple architectural and circuit alternatives are available at each level. At the physical level, data can be transferred over 

either single or differential wires, at either full or low voltage swing. Differential signaling suppresses common mode noise 

and may provide for faster communications. However, it requires more area and possibly more power (dynamic and leakage) 

relative to single ended signaling. Extra spacing and wire width on single wires may provide noise immunity comparable to 

differential lines, and they should be carefully evaluated. Low voltage swing is feasible with just two power rails when using 



 

differential signaling and sense amplifiers  [10]. Other methods are described in  [11] [12]. Alternatively, quad power rails may 

be used for low swing  [3]. While using low-swing, equalization may be applied in order to overcome channel saturation for 

certain data patterns. 

A number of codes have been developed for asynchronous signaling. Bundled data is inappropriate, since it is sensitive to 

the relative skew of the Req and data lines, and since it requires about 1.5 transitions per bit (one on Req, one half on average 

on the data line). Four phase (RTZ) dual rail requires two transitions per data bit, incurring them sequentially and thus 

limiting the speed. We consider the two-phase NRZ Level Encoded Dual Rail (LEDR) code  [13] [14], which requires only 

one transition per bit, thus dissipating about one third less dynamic power than a bundled data code. It also achieves higher 

reliability than other codes  [15]. The drawbacks of the LEDR code include a possible asymmetric transition count over the 

two rails, the need for an encoder and a decoder, and the risk of interline skew which may limit the data rate.  

It is also possible to employ source-synchronous signaling similar to those used for chip-to-chip interconnects  [16]− [20]. 

The principal disadvantage of such methods lies in the need to embed a very fast clock in the data at the transmitter and to 

extract it using a PLL-based CDR circuit at the receiver. These circuits dissipate high power, require large area and are 

therefore less attractive for on-chip interconnect.  

There are also many different methods for synchronizing the data link to the transmitter and receiver clock domains. 

Synchronization in the context of globally-asynchronous, locally-synchronous (GALS) SoCs has been investigated in 

 [21]− [25], and a low-latency solution is described in  [26]. Since synchronization is performed on the parallel words, it is 

conducted at a much slower rate than the signaling rate on the serial lines. 

The architecture of a fast on-chip serial interconnect is shown in Figure 2. The circuits are described in the next section. 

The design goal is to achieve the fastest throughput possible. The circuits present a lower bound on the bit time of one gate 

delay, and our goal is to investigate how close we can get to that target. 

III. FAST ON-CHIP SERIAL INTERCONNECT ARCHITECTURE 

A. Transmitter 

The transmitter consists of a pipeline comprising the synchronizer, encoder, encoder registers and the serializers. The 

encoder stores its output in four registers, containing S, P and their complements (Figure 3). Starting at the encoder’s output, 

the data lines are handled differentially in dual rails. 
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Figure 3: Transmitter Architecture 

The LEDR code we employ is defined as follows. A serialized sequence B(i) of bits to be sent over the link is encoded into 

a sequence S(i), P(i) of State and Phase bits. S(i)=B(i) for all i. Let’s assume P(0)=0. If S(i+1)=S(i) then P(i+1) is the inverse 

of P(i), otherwise P(i+1)=P(i). LEDR encoding is performed in parallel on an entire M-bit word, and S, P and their 

complements are stored in four M-bit registers (Figure 3). 
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Figure 4: 4-bit Word Input-Multiplexed Serializer  [27]. A similar circuit drives the S lines 
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Figure 5: Output-Multiplexed Serializer  [27]. A similar circuit drives the P lines 

We investigate two approaches to data serialization – input and output multiplexing  [27]. An input-multiplexed serializer is 

shown in Figure 4. The encoded P and S bits and their complements are serialized and then used to drive the two differential 

line drivers. This circuit uses only two differential drivers, as opposed to the output-multiplexed architecture (Figure 5). In 

the output-multiplexed scheme, there is a separate differential line driver for each encoded bit (a total of 2⋅M drivers). The 

outputs of all M drivers are connected directly to the lines, and only one of them is enabled at a time. The serializing 

multiplexers in Figure 4 and the drivers in Figure 5 are enabled sequentially with a fast multiphase clock generator. The 

blow-out schematics of a single driver (Figure 5) shows that the driver is enabled by the conjunction of two successive phases 

of the clock. The multiphase clock generator employs adjustable delay lines, and it controls the data rate over the serial lines. 

The relative merits of the two serializer architectures in fast technology are being investigated. 

 

B. Receiver 

On the receiver side, the differential lines terminate in sense amplifiers. Thanks to the two-phase dual rail NRZ LEDR 

encoding, only one of the differential pairs makes a transition per bit. The sense amplifiers (Figure 6) reconstruct the full-

swing transition, triggering the subsequent de-serializer and decoder. 

The simplest de-serializer consists of a fast shift register, or an asynchronous pipeline. It is driven by an asynchronous 

input, and bits propagate along the pipe driven by transitions  [28]. However, to enable the fastest possible pipeline, there is 

no time for a complete handshake including acknowledgement. The control signal is a dual rail transition, generated by a dual 



 

rail XOR gate that monitors the S, P inputs (Figure 7). A speed-optimized transition latch is shown in Figure 8. All delays 

along the pipe are carefully balanced. Data (S) and control transitions propagate in a wave-pipelined manner, and are 

sensitive to skew and delay variations. Once all bits of a packet or flit have been stored, bit-parallel decoding can take place 

at a slower rate. If a second (parallel) pipeline is added to Figure 7, P bits may also be recorded, enabling codes other than 

LEDR. 
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Figure 6: Receiver Architecture 

Two other alternatives are considered. The incoming bit stream may be toggled between two pipelines, and each pipeline 

operates at half the rate. Also, the deserializer and decoder may be combined in a tree-structured asynchronous FSM. 
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Figure 7: Fast Transition Based Pipeline 
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Figure 8: Transition Latch (XL) 

IV. CONCLUSION 

We presented an asynchronous approach for SoC and NoC interconnects that provide clockless, low-power and low-area 

solution. Different implementations were discussed and analyzed. Novel architecture and circuits, using LEDR codes and 

differential signaling, have been presented for asynchronous receivers that trade off a complete speed-independent handshake 

for speed of operation. 
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