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Abstract

The sum-rate capacity of a cellular system model is analyzed, considering the up-

link and downlink channels, while addressing both non-fading and flat-fading chan-

nels. The focus is on a simple Wyner-like multi-cell model, where the system cells are

arranged on a circle, assuming the cell-sites are located at the boundaries of the cells.

For the uplink channel, analytical expressions of the sum-rate capacities are derived

for intra-cell TDMA scheduling, and a “Wide-Band” (WB) scheme (where all users

are active simultaneously utilizing all bandwidth for coding). Assuming individual

per-cell power constraints, and using the Lagrangian uplink-downlink duality prin-

ciple, an analytical expression for the sum-rate capacity of the downlink channel is

derived for non-fading channels, and shown to coincide with the corresponding up-

link result. Introducing flat-fading, lower and upper bounds on the average per-cell

sum-rate capacity are derived. The bounds exhibit an O(loge K) multi-user diversity

factor for a number of users per-cell K À 1, in addition to the array diversity gain.

Joint multi-cell processing is shown to eliminate out-of-cell interference, which is

traditionally considered to be a limiting factor in high-rate reliable communications.
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1 Introduction

The growing demand for ubiquitous access to high-data rate services, has spurred intensive

research, analyzing the performance of various wireless communications systems. Cellular

systems are of major interest as the most common approach for providing continuous

services to mobile users, in both indoor and outdoor environments. In particular, efforts

are made to identify efficient systems which guarantee enhanced performance.

In general, exploring the possible methods for enhancing system performance, joint

processing of signals related to different users is evidently the most appealing approach

in either the uplink or downlink channels. Due to complexity and inherent system con-

siderations, single-user detection at the mobile receivers is the common practice for the

downlink channel, yielding a Gaussian noise plus interference channel model. The less

restrictive complexity constraints at the cell-site advocate the use of transmitter based

joint preprocessing for system performance enhancement (see [1] for a downlink capacity

analysis where no transmitter (cell-sites) cooperation is assumed, and multiuser detection

is employed at the mobile receivers for mitigating co-channel interference). The uplink

channel is a multiple access channel (MAC), and joint processing of the received signals

at the cell-sites is the appropriate approach (reasonably assuming no user cooperation,

though multiuser cooperation has been considered recently [2]). The downlink channel is

a broadcast channel (BC). The MAC-BC duality principle in different frameworks [3] –

[6] provides the firm information theoretic connections between these seemingly different

models, and shall be used as a key tool in the following.

Starting with the uplink channel, an attractive analytically tractable model for a multi-

cell system is suggested by Wyner in [7]. Accordingly, the system’s cells are ordered in

either an infinite linear array, or in the familiar two-dimensional hexagonal pattern (also

infinite). It is assumed that only adjacent-cell interference is present and characterized

by a single parameter, a scaling factor α ∈ [0, 1]. Considering non-fading channels and a

“wideband” transmission scheme, where all bandwidth is available for coding (as opposed

to random spreading), the throughputs obtained with optimum and linear MMSE joint

processing of the received signals from all cell-sites are derived (see also [8] for an earlier

relevant work). These results are extended to flat-fading channels in [9], where it is observed

that fading may increase the throughput under certain conditions.
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In contrast to the centralized processing approach of [7] and [9], the Wyner model was

also recently used in [10] [11] to demonstrate the efficiency and near-optimal performance

of distributed cell-sites processing algorithms, achieved by local message passing among

adjacent cell-sites.

Single-cell-site processing in a multi-cell environment is considered in [12]. Adhering

again to the Wyner model, and the wideband transmission scheme, the users are divided

into intra-cell vs. other-cell users, with respect to which different knowledge at the receiver

regarding the structure of the transmissions may be assumed. The receiver processes only

the signals received at the local cell-site, and it is ignorant of the codebooks employed

by users of other cells, interpreting their interference as Gaussian noise (the results are

extended to joint two-cell-site processing in Part II of the paper).

Randomly-spread DS-CDMA systems have also been considered in many information

theoretic analyses, in view of their widespread practical use. Important results for random

spreading were obtained in [13] and [14], while focusing on a single isolated cell. The

asymptotic setup is considered, in which both the number of users and the processing gain

go to infinity, while their ratio goes to some finite constant (referred to as the “cell load”).

Using results from the theory of random matrices [15], limiting analytical deterministic

expressions for the spectral efficiency of linear and the optimum multiuser receivers are

derived, for both non-fading [13] and flat-fading channels [14]. The results are extended

to the Wyner [7] linear cell-array multi-cell model with single-cell-site processing in [16],

for non-fading channels, and in [17] for flat-fading channels, demonstrating the impact of

undecodable out-of-cell interference in this setting (see [18] for a straightforward extension

of the results to the case in which out-of-cell interference extends to more than just the two

adjacent cells). The capacity under outage constraint for “strongest-user-only” receivers

is derived in [19], for a setting in which the users employ equal rates and transmit powers,

and the receiver decodes the transmissions of the largest subset of intra-cell users that can

be reliably decoded (see also [20] for the corresponding analysis in a single-cell setting,

and [21] for a related analysis). The spectral efficiency with both joint-multiple-cell-site

processing and random spreading was recently derived in [22], demonstrating the dramatic

enhancement of spectral efficiency due to joint processing.

Turning to the downlink channel, a particular attention has been given to the case in

which both transmitter and receivers have full channel state information. In a pioneer-
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ing work [23], a set of achievable rates for the multi-input multi-output (MIMO) BC was

obtained by applying Costa’s “dirty paper” coding (DPC) principle [24], effectively elimi-

nating the impact of additive uncorrelated interference while fully known (non-causally) at

the transmitter, but not at the receiver. A novel transmission scheme based on the idea of

“ranked known interference” is employed, according to which the transmitter decomposes

the channel into an ordered (or ranked) set of interference channels, for which the “dirty

paper” coding principle can be applied. The above scheme was first adopted for a multi-cell

system in [25], while focusing on Wyner’s [7] infinite linear cell-array model. Here, a simple

LQ-factorization based linear pre-processing scheme, combined with “dirty paper” coding

is analyzed, and the attainable average rates, for an overall system power constraint, are

shown to approach those of optimum joint processing at the high signal-to-noise ratio

(SNR) region.

In [26], the problem of transmitter optimization to maximize the downlink sum-rate of

a multiple antenna cellular system is addressed, but with a more realistic separate power

constraint per each cell-site. To perform the resulting non-convex optimization the duality

between the BC and the MAC is used. A related result is obtained in [3], where a connection

between the MAC-BC (uplink-downlink) duality and the Lagrangian duality in minimax

optimization is established. This connection allows the BC-MAC duality to be generalized

to BCs with arbitrary linear constraints.

The BC-MAC duality was first reported in [4] and [5]. This observation was extended

in [5], and [6] to include a generalized MIMO system model. It is worth mentioning that

the MIMO Gaussian BC is in general a non-degraded BC, and it was only recently shown

[27] that its capacity region coincides with the “dirty paper” capacity region [23]. Analyses

with no inter-cell cooperation and/or dirty-paper coding on the downlink are standard, see

[28], [29], comparisons in [30], and references therein.

The “dirty paper” principle is also used in [30] [31], where the problem of providing

the best possible service to new users joining the system without affecting existing users is

addressed. The new users are required to be invisible, interference-wise, to existing users,

and the network is referred to as “PhantomNet”. In this framework setups including mul-

tiple users, multiple antennas, and multiple cells, on both the uplink and the downlink

channels, can be addressed. In [32], another generic framework is proposed for the study

of base station cooperation in the downlink, to overcome the co-channel interference lim-
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ited nature of conventional non-cooperative cellular systems. Numerical analyses of a joint

transmission scheme (utilizing DPC), and a cooperative base station selection procedure,

are preformed, demonstrating the advantage of base station cooperation, while assuming

a “realistic” fading channel model. Throughput outage calculations of several coopera-

tive joint transmission schemes, including “zero-forcing” and DPC, are reported in [33].

The numerical results demonstrate the value of employing coherent downlink base station

coordination.

In this paper a novel “Wyner-like” simple cellular (multi-cell) system model is intro-

duced, and the average per-cell sum-rate capacity with joint multiple cell-site processing in

both uplink and downlink channels is analyzed, while addressing both non-fading and flat-

fading channels. It is assumed that the system cells are arranged on a circle, as depicted

in Fig. 1. Furthermore, it is assumed that the cell-sites are located at the boundaries of

the cells, and that the signals transmitted by each of the users is received in the uplink

channel only by the two cell-sites at the edges of its cell. Analogously, in the downlink

channel, each user receives only the signals transmitted by the two cell-sites at its cell

edges. This system model focuses on users operating at the cell boundaries, and models a

practical soft handoff scenario involving the two nearest cell-sites. The choice of a circular

array setting is motivated by its symmetry properties, that make it more amenable to

analytical analysis. Note that, as reviewed above, previous works on multiple-cell systems

often considered a linear cell-array setting, e.g. see [7], [12], [9], [25], [16], [22]. However,

the linear and circular models are expected to be equivalent in the large number of cells

limit, as shown for example in the setting of [22] (see also [34]). In addition, the underlying

model in the above analyses, i.e., the Wyner model of [7], focuses on users operating at the

centers of each of the cells, with each user being either received by three cell-cites, in the

uplink channel, or receiving, in the downlink channel, the signals of three cell-sites (the

local cell-site and the two cell-sites of adjacent cells).

In the analysis to follow the uplink channel with equal transmit powers is considered

first. Assuming full channel state information (CSI) is available to the joint multiple-

cell site processor (but not to the transmitting users), the focus is on intra-cell time-

division multiple-access (TDMA) scheduling (i.e., a single active user per-cell), and on

the “wideband” (WB) transmission scheme mentioned above, according to which all users

simultaneously occupy the available bandwidth, and all bandwidth may be utilized for
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coding (no random spreading employed, see [7], [12], [9]). For non-fading channels an

analytical expression for the average per-cell sum-rate capacity is derived, using well known

results on the eigenvalues of ciruclant matrices [34]. It is shown that both TDMA and the

WB scheme are equivalent in this setting, as also reported in [7]. Introducing flat fading,

an analytical result for the average per-cell sum-rate capacity with TDMA scheduling is

derived using a relatively recent result by Narula [35], originally obtained for a time-varying

two taps inter-symbol interference (ISI) channel. For the WB scheme, the limiting setup

as the number of users per cell grows to infinity (while fixing the total intra-cell transmit

power) is considered, and the limiting average per-cell sum-rate capacity is derived by

exploiting again the circular structure of the channel transfer matrix. The limiting WB

scheme is shown to exhibit the full diversity scale of the system, and the corresponding sum-

rate result constitutes an upper bound for the sum-rate capacity with any finite number

of users per cell (and in particular with the TDMA scheme), as shown in [9].

The downlink channel is considered next, while assuming full CSI is available to the joint

multiple cell-site transmitter, and that own CSI is available to the users’ receivers. Here,

individual per cell-site power constraints are invoked. The sum-rate capacity expression as

formulated in [3], using the uplink-downlink (MAC-BC) duality principle, is employed as

the main tool for the derivations. Considering the dual uplink (MAC) channel, an exact

expression for the downlink average per-cell sum-rate capacity is derived for non-fading

channels, and shown to be identical to the corresponding uplink result. For Rayleigh flat

fading channels, upper and lower (achievable rate) bounds are derived, while focusing on

the asymptotic setup in terms of the number of users per cell. Both bounds exhibit an

O(logeK) multiuser diversity factor, where K denotes the number of users per cell, in

addition to the inherent array diversity gain. This comes in contrast to the corresponding

results for the uplink channel while employing the WB scheme, for which, at best, the

array diversity gain of 2 can be obtained. The uplink-downlink duality principle guarantees

however the same uplink multiuser diversity features with proper scheduling and availability

of CSI, as also demonstrated here. For both uplink and downlink channels, joint multi-

cell processing eliminates out-of-cell interference, which is traditionally considered to be a

limiting factor in high-rate reliable communications.

To complete the analysis, the average per-cell spectral efficiency (bits/sec/Hz) for both

uplink and downlink channels is also considered, and particular attention is given to the
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extreme-SNR characterization of the results [36], [14]. System performance measures of

interest such as the minimum transmit Eb/N0 that enables reliable communication, and

the extreme-SNR slopes are derived, and provide a deeper insight into the nature of the

results obtained for the various settings addressed here. The rest of this paper is organized

as follows. Section 2 is devoted to the analysis of the uplink channel, while Section 3

presents the corresponding analysis of the downlink channel. Finally, Section 4 ends the

paper with a summary and some concluding remarks.

2 Uplink Sum-Rate Capacity

2.1 Uplink System Model

Consider a circular array of M cells with K users per cell. The vector baseband represen-

tation of the signals received at the system’s cell-sites is given for an arbitrary time index

by

yul = HMxul + zul . (2-1)

The M ×KM channel transfer matrix HM is

HM =





















a0 0 · · · 0 b0

b1 a1 0 · · · 0

0 b2 a2
. . .

...
...

. . . . . . . . . 0

0 · · · 0 bM−1 aM−1





















, (2-2)

where am and bm are 1×K row vectors denoting the channel complex fading coefficients,

experienced by the K users of the mth and [(m − 1) mod M ]th cells, respectively, when

received by the mth cell-site. It is also assumed that the fading processes are i.i.d. among

different users, and can be viewed for each user as an ergodic process with respect to the

time index.

Channel state information (CSI) is assumed to be available to the joint multiple-cell-site

receiver only, whereas the users cannot cooperate their transmissions in any way. Gaussian

codebooks therefore conform with the capacity achieving statistics, and the symbols trans-
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mitted by each of the users, {[xul]i}MK
i=1 , are taken as i.i.d. zero-mean circularly symmetric

Gaussian random variables, with variance P , representing the equal average transmit power

of each of the users. zul represents the zero mean circularly symmetric AWGN vector, and

it is assumed that E
{

zulz
†
ul

}

= IM , where IM is the M ×M identity matrix (P is thus

equal to the transmit SNR of the users).

2.2 Preliminaries

The ergodic average per-cell sum-rate capacity of the uplink channel is given by

Cul =
1

M
EHM

{

log

(

IM +
P̄

K
HMH

†
M

)}

, (2-3)

where P̄ , KP is the total intra-cell transmit power, and the expectation is taken with

respect to the fading coefficients (unless explicitly specified, all log(·) expressions may be

taken with an arbitrary basis). The matrix HMH
†
M in (2-3) is an M ×M matrix given

by

[

HMH
†
M

]

m,n
=



























ama†m + bmb†m n = m

bma
†

m̂−1
n = m̂− 1

amb
†

m̂+1
n = m̂+ 1

0 otherwise

m = 0, 1, · · · , (M − 1) ,

(2-4)

where

m̂+ 1 , (m+ 1) mod M ; m̂− 1 , (m− 1) mod M . (2-5)

For example, in the particular case of M = 4, HMH
†
M boils down to

H4H
†
4 =















a0a
†
0 + b0b

†
0 a0b

†
1 0 b0a

†
3

b1a
†
0 a1a

†
1 + b1b

†
1 a1b

†
2 0

0 b2a
†
1 a2a

†
2 + b2b

†
2 a2b

†
3

a3b
†
0 0 b3a

†
2 a3a

†
3 + b3b

†
3















. (2-6)

8



The non-zero entries of HMH
†
M are thus equal to

[

HMH
†
M

]

m,m
=

K
∑

k=1

|am,k|2 +
K
∑

k=1

|bm,k|2

[

HMH
†
M

]

m,m̂−1
=

K
∑

k=1

a∗
m̂−1,k

bm,k

[

HMH
†
M

]

m,m̂+1
=

K
∑

k=1

am,kb
∗

m̂+1,k

. (2-7)

The average per-cell spectral efficiency in bits/sec/Hz, expressed as a function of the

system average transmit Eb/N0, E
t
b/N0, is evaluated by solving the implicit equation ob-

tained by substituting

P̄ = Cul

(

Et
b

N0

)

Et
b

N0

(2-8)

in (2-3), where Cul(E
t
b/N0) = Cul(P̄ ) stands for the uplink spectral efficiency. Charac-

terization of system performance in extreme SNR regimes is also of great interest. The

low-SNR regime is characterized through the minimum transmit Eb/N0 that enables reli-

able communications,
Et
b

N0 min

,
loge 2

Ċul(0)
, (2-9)

and the low-SNR spectral efficiency slope

S0 ,
2
[

Ċul(0)
]2

−C̈ul(0)
, (2-10)

yielding the following low-SNR approximation

Cul

(

Et
b

N0

)

≈ S0

3|dB

(

Et
b

N0

∣

∣

∣

∣

dB

− Et
b

N0 min

∣

∣

∣

∣

dB

)

. (2-11)

In the above definitions 3|dB = 10 log10 2, and Ċul(0) and C̈ul(0) are the first and second

derivatives (whenever exist) of the average per-cell sum-rate capacity with respect to P̄ ,

respectively, evaluated in nats/dimension at P̄ = 0. The high-SNR regime is characterized
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through the high-SNR slope (also referred to as the “multiplexing gain”, or “pre-log”)

S∞ , lim
P̄→∞

P̄ Ċul(P̄ ) , (2-12)

with Ċul(P̄ ) evaluated in nats/dimension, and the high-SNR power offset

L∞ , lim
P̄→∞

(

log2 P̄ −
Cul(P̄ )

S∞

)

, (2-13)

with Cul(P̄ ) evaluated in bits/dimension, yielding the following affine capacity approxima-

tion

Cul(P̄ ) ≈
P̄À1

S∞
3|dB

(

P̄ |dB − 3|dBL∞
)

. (2-14)

Note that the high-SNR approximation reference channel here is that of a single isolated

cell, with no fading, and total average transmit power P̄ . The reader is referred to [14],

[36], [37] for an elaboration on the extreme SNR characterization.

2.3 Non-Fading Channels

The case of non-fading channels is represented by setting am,k = bm,k = 1, ∀m, k. Observ-

ing (2-7), it is clear that without fading the sum-rate capacity of (2-3) depends only on the

total intra-cell transmit power P̄ (i.e., the sum of the intra-cell users’ powers). Hence, all

transmission schemes with equal total intra-cell transmit power achieve the same through-

put. In particular, the uplink average per-cell sum-rate capacity can be achieved by an

intra-cell TDMA scheduling scheme, according to which there is only a single simultane-

ously active user in each cell, transmitting for a fraction 1/K of the time with power P̄ .

It can also be equivalently achieved via a WB transmission scheme, according to which all

users are simultaneously active, signaling each with power P . This equivalence, and the

optimality of both transmission schemes (in the absence of fading), have been previously

reported in [7] for a similar setting. The following propositions summarize the main results

for the uplink channel in the absence of fading.

Proposition 2.1 The uplink average per-cell sum-rate capacity in the absence of fading
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is given by

Cul-nf(P̄ ) =
1

M

M−1
∑

m=0

log
(

1 + 2P̄
(

1 + cos
(

2π
m

M

)))

−→
M→∞

log

(

1 + 2P̄ +
√
1 + 4P̄

2

)

.

(2-15)

Proof : According to the underlying non-fading channel model, the matrix 1
K

(

HMH
†
M

)

is a circulant matrix with the non-zero row elements {1, 2, 1}. For example, for the partic-

ular case of M = 4 it is given by

1

K
H4H

†
4 =















2 1 0 1

1 2 1 0

0 1 2 1

1 0 1 2















. (2-16)

The eigenvalues of 1
K

(

HMH
†
M

)

are hence [34]

ψm = 2 + 2 cos
(

2π
m

M

)

; m = 0, 1, · · · ,M − 1 , (2-17)

and since from (2-3) the average per-cell sum-rate capacity satisfies

Cul-nf(P̄ ) =
1

M

M−1
∑

m=0

log
(

1 + P̄ψm
)

, (2-18)

the first equality in (2-15) follows immediately. Now taking the limit as the number of cells

gets large, M →∞, the above result boils down to [34]

Cul-nf(P̄ ) = lim
M→∞

1

M
log det

(

IM +
P̄

K
HMH

†
M

)

=

∫ 1

0

log
(

1 + 2P̄ (1 + cos (2πθ))
)

dθ ,

(2-19)

and the limiting result in (2-15) is due to [7].

Proposition 2.2 The uplink channel extreme-SNR regimes for non-fading channels and
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M ≥ 3, are characterized by

Et
b

N0 min

=
loge 2

2
;

S0 =
4

3
;

S∞ =







1 M odd

M−1
M

M even
→

M→∞
1 ;

L∞ =











−1− 1
M

∑M−1
m=0 log2

(

1 + cos
(

2πm
M

))

M odd

− (M−1)
M
− 1

M

∑M−1
m=0

m6=M/2

log2
(

1 + cos
(

2πm
M

))

M even
→

M→∞
0 .

(2-20)

Proof : The proposition follows straightforwardly from (2-9), (2-10), (2-12), (2-13) and

Proposition 2.1.

In order to gain more insight into the nature of the results, it is interesting to compare

the results of Proposition 2.2 to the corresponding results for a single isolated cell (with

total average transmit power P̄ , and non-fading channels), which serves here as a reference

channel. It is well known (see [14], [36], [37]) that this channel is characterized in the

extreme SNR regimes by
Et
b

N0

= loge 2 ; S0 = 2

S∞ = 1 ; L∞ = 0 .

(2-21)

In view of (2-21), it is observed that joint multi-cell processing yields a 3dB gain in the

minimum transmit Eb/N0 that enables reliable communications, in agreement with the

underlying model according to which the signals are received by two cell-sites. Furthermore,

although the low-SNR slope in the multi-cell setting is lower than the one obtained in a

single isolated cell (4/3 vs. 2), the spectral efficiency in the multi-cell setting surpasses that

of the single cell setting for Et
b/N0 / 0.4dB. In the high-SNR regime, where signals from

neighboring cells become more dominant, the spectral efficiency in the multi-cell setting

approaches that of the single cell setting as the number of cells M grows, however it is

lower for any finite M .
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2.4 Flat-Fading Channels

Introducing flat fading, the channel coefficients are taken as i.i.d. random variables, denot-

ing by

m1 , E{am,k} = E{bm,k} ; m2 , E{|am,k|2} = E{|bm,k|2}
m4 , E{|am,k|4} = E{|bm,k|4} ; K ,

m4

m2
2

, ∀m, k (2-22)

the mean, second power moment, fourth power moment and the kurtosis of an individual

fading coefficient. As above, both intra-cell TDMA and the WB scheme are considered,

however in contrast to the results for non-fading channels, in the presence of fading the

two schemes are no longer equivalent, as will be shown in the following.

2.4.1 Intra-Cell TDMA Scheduling

Particularizing to Rayleigh fading, {am,k}, {bm,k}, ∀m, k are taken as i.i.d. circularly sym-

metric complex Gaussian random variables with m1 = 0 and m2 = 1. Focusing on the

large number of cells limit M →∞, the average per-cell sum-rate capacity with intra-cell

TDMA is given by the following proposition.

Proposition 2.3 The limiting average per-cell sum-rate capacity with intra-cell TDMA

scheduling, as M →∞, is given by

Ctdma(P̄ ) =

∫ ∞

1

log x
loge(x)e

− x
P̄

Ei
(

1
P̄

)

P̄
dx , (2-23)

where Ei(x) =
∫∞

1
exp(−xt)

t
dt is the exponential integral function.

Proof : The key tool for the derivation of (2-23) is a result by Narlua [35], obtained for

the two taps time varying ISI channel. Considering i.i.d. zero-mean circularly symmetric

complex Gaussian ISI coefficient, with unit variance, the capacity of the ISI channel is

observed to be given by the limit of (2-3) as M → ∞ (taking K = 1), with a slight

modification of the structure of the transfer matrix HM . Accordingly, HM has a “Toeplitz-

like” structure, which is completely equivalent to a modified cellular system model with

cells ordered in a linear array (instead of a circular array), as considered for example in
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[7], and with Rayleigh fading channels.

Following [35], the diagonal entries of DM in the Cholesky decomposition of the co-

variance matrix
(

IM + P̄HMH
†
M

)∣

∣

∣

K=1
= LMDMUM (where LM , DM , and UM denote

a lower triangular matrix with unit diagonal entries, a diagonal matrix, and an upper

triangular matrix with unit diagonal entries, respectively), are given by

dm = 1 + P̄ |am|2 + P̄ |bm|2
(

1− P̄ |am−1|
2

dm−1

)

, m = 1, . . . ,M − 1 , (2-24)

with d0 = 1+P̄ |a0|2+P̄ |b0|2. Remarkably, Narula has managed to prove that the diagonal

entries {dm} may be viewed as a first order discrete-time continuous space Markov chain,

with an ergodic stationary distribution given by

fd(x) =
loge(x)e

− x
P̄

Ei
(

1
P̄

)

P̄
; x ≥ 1 . (2-25)

Furthermore, it is shown in [35] that as M →∞, the strong law of large numbers (SLLN)

holds for the sequence {log dm}, although the elements of {dm} are not independent. Hence,
the average per-cell sum-rate capacity with intra-cell TDMA scheduling, in the framework

of the modified linear array system model, can be written as

Ctdma = lim
M→∞

E

{

1

M
log det

(

IM + P̄HMH
†
M

)∣

∣

∣

K=1

}

= lim
M→∞

E

{

1

M
log det (LMDMUM)

}

= lim
M→∞

E

{

1

M

M
∑

m=0

log dm

}

= Ed {log d} ,

(2-26)

where the last expectation is taken with respect to fd(x), as defined in (2-25). Finally, using

analogous arguments to the ones in [38], (2-26) can be shown to coincide, asM →∞, with

the average per-cell sum-rate capacity of intra-cell TDMA scheduling in the original circular

array system model.

The behavior of the intra-cell TDMA scheduling scheme in extreme-SNR regimes is

summarized by the following proposition.
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Proposition 2.4 The uplink channel extreme-SNR regimes for Rayleigh-fading channels,

and intra-cell TDMA scheduling, are characterized by

S0 = 1 ; Et
b/N0min =

loge 2

2

S∞ = 1 ; L∞ ≈ 0.84 .

(2-27)

Proof : The results are derived by applying the basic definitions of E t
b/N0min, S0, S∞

and L∞, as in Subsection 2.2, to (2-26). The high-SNR regime is characterized employing

symbolic mathematical software tools.

It is now of interest to compare the results of Propositions 2.3 and 2.4, to the corre-

sponding results of Subsection 2.3 for non-fading channels. Using another result from [35],

the following relation between the average per-cell sum-rate capacities for the two channel

models is derived.

Proposition 2.5 The presence of Rayleigh fading reduces the average per-cell sum-rate

capacity of the intra-cell TDMA scheduling scheme

Ctdma(P̄ ) ≤ Cul-nf(P̄ ) . (2-28)

Proof : See Appendix A.

It is important to emphasize at this point that the above relation does not hold in general.

Rather, it is an outcome of the particular multi-cell model considered here, according to

which the cell-sites are located at the cells’ boundaries. For example, in the linear cell-array

model suggested by Wyner in [7], where the cell-sites are located at the cells’ centers, the

relation between the sum-rate capacities, with and without fading, may be reversed under

certain conditions [9], depending on the out-of-cell interference factor. Examining the

extreme-SNR regimes, it is observed that in the low-SNR regime Rayleigh fading reduces

the slope of the spectral efficiency (from 4/3 to 1), while the minimum transmit Eb/N0

that enables reliable communications is identical in both cases. In the high-SNR regime

the impact of Rayleigh fading is observed in the power offset (L∞ = 0.84 vs. L∞ = 0 for

M →∞ and no-fading), while the high-SNR slope, or multiplexing gain, is unaffected by

the presence of Rayleigh fading.
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2.4.2 WB Scheme

Considering the WB scheme, with all users simultaneously active, the focus is on the large

number of users per cell setting K À 1. As in [9], applying the SLLN as K increases, while

keeping the total per-cell transmit power P̄ constant, the diagonal entries of 1
K

HMH
†
M

(see (2-3)) are given by

[

1

K
HMH

†
M

]

m,m

=
1

K

(

K
∑

k=1

|am,k|2 +
K
∑

k=1

|bm,k|2
)

−→
SLLN

2E{|a|2} = 2m2 , (2-29)

where and a represents a random variable with the distribution of an individual fading

coefficient (see (2-22)). Similarly, the non-zero off-diagonal entries of 1
K

HMH
†
M satisfy

[

1

K
HMH

†
M

]

m,m̂−1

=
1

K

K
∑

k=1

a∗
m̂−1,k

bm,k −→
SLLN

|E{a}|2 = |m1|2

[

1

K
HMH

†
M

]

m,m̂+1

=
1

K

K
∑

k=1

am,kb
∗

m̂+1,k
−→
SLLN

|E{a}|2 = |m1|2
. (2-30)

Hence, the covariance matrix 1
K

HMH
†
M converges as K → ∞ to a circulant matrix. For

example, with M = 4

1

K
H4H

†
4 −→
SLLN















2m2 |m1|2 0 |m1|2

|m1|2 2m2 |m1|2 0

0 |m1|2 2m2 |m1|2

|m1|2 0 |m1|2 2m2















. (2-31)

Proposition 2.6 The uplink average per-cell sum-rate capacity while employing the WB

scheme is given by

Cwb(P̄ ) =
1

M

M−1
∑

m=0

log
(

1 + 2P̄
(

m2 + |m1|2 cos
(

2π
m

M

)))

−→
M→∞

log





1 + 2P̄m2 +
√

1 + 4P̄m2 + 4P̄ 2(m2
2 − |m1|4)

2



 .

(2-32)
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Proof : Due to the limiting circulant structure, as K →∞, the eigenvalues of 1
K

HMH
†
M

are given by [34]

ψm = 2m2 + 2 |m1|2 cos
(

2π
m

M

)

; m = 0, 1, · · · ,M − 1 . (2-33)

Since the average per-cell sum-rate capacity equals

Cwb(P̄ ) =
1

M

M−1
∑

m=0

log
(

1 + P̄ψm
)

, (2-34)

the first equality in (2-32) follows immediately by substituting (2-33) into (2-34). Taking

the number of cells M to infinity yields

Cwb(P̄ ) = lim
M→∞

1

M
log det

(

IM +
P̄

K
HMH

†
M

)

=

∫ 1

0

log
(

1 + 2P̄
(

m2 + |m1|2 cos (2πθ)
))

dθ

= log





1 + 2P̄m2 +
√

1 + 4P̄m2 + 4P̄ 2(m2
2 − |m1|4)

2



 ,

(2-35)

where the last equality is due to Wyner [7]. This completes the proof.

Now examining the limiting expression in (2-32), it is easy to verify that fixing the

second power moment of the fading distribution m2, Cwb(P̄ ) is a decreasing function of

|m1|2. Hence, zero mean fading distributions produce the highest average per-cell sum-rate

capacity, and in such case

Cwb(P̄ ) = log(1 + 2P̄m2) . (2-36)

For the particular case of Rayleigh fading, m2 = 1, (2-36) reduces to

Cwb(P̄ ) = log(1 + 2P̄ ) , (2-37)

which exhibits the full diversity scale of the multi-cell system model in concern, while out-

of-cell interference is completely eliminated. The resulting sum-rate capacity is equivalent

to the one of a single isolated cell without fading, but with twice the SNR.
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The average per-cell sum-rate capacity in the absence of fading, as given by Proposition

2.1, can be obtained as a particular case of (2-32), while substituting m1 = m2 = 1.

Comparing the results, it is observed that in the large number of users per cell limit, the

presence of fading turns out beneficial in terms of the average per-cell sum-rate capacity.

This performance enhancement is due to the independency of the two fading processes

affecting the signal of each user, as observed by the two receiving cell sites, which explains

why mimicking artificial fading at the users’ transmitters fails to produce the same impact

[9]. In addition, adhering to similar arguments as in [9], it can be shown that in the

presence of fading the WB scheme outperforms the intra-cell TDMA scheme, and that the

two expressions in (2-32) also upper bound the average per-cell sum-rate capacity for any

finite number of users per cell.

The extreme-SNR behavior of the WB scheme is summarized in the following proposi-

tions. Their proofs follow straightforwardly by applying the basic definitions of E t
b/N0min,

S0, S∞ and L∞ to (2-32).

Proposition 2.7 For a general fading distribution, as defined in (2-22), ∀K > 0, and

∀M ≥ 3, the uplink average per-cell sum-rate capacity in the low-SNR regime with the WB

scheme is characterized by

Et
b

N0 min

=
loge 2

2m2

; S0 =
2

K
2K

+ |m1|
4

2m2
2

+ 1
. (2-38)

Proposition 2.8 For a general fading distribution, as defined in (2-22), for K À 1, and

∀M ≥ 3, the uplink average per-cell sum-rate capacity in the high-SNR regime with the

WB scheme is characterized by

S∞ = 1

L∞ = −1− 1

M

M−1
∑

m=0

log2

(

m2 + |m1|2 cos
(

2πm

M

))

→
M→∞

− log2

(

m2 +

√

m2
2 − |m1|4

)

.

(2-39)

The extreme-SNR behavior for the particular case of Rayleigh fading is summarized next.
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Proposition 2.9 For Rayleigh fading, K À 1, and ∀M ≥ 3, the uplink average per-cell

sum-rate capacity in extreme-SNR regimes with the WB scheme is characterized by

Et
b

N0min

=
loge 2

2
; S0 = 2

S∞ = 1 ; L∞ = −1 .
(2-40)

In view of Propositions 2.7–2.9, comparing the results for Rayleigh fading to the cor-

responding results of Propositions 2.2 and 2.4, one can conclude the following. In the

low-SNR regime, the minimum transmit Eb/N0 that enables reliable communications is

identical for either intra-cell TDMA or the WB scheme, with or without fading. However

in the presence of Rayleigh fading, employing the WB scheme with more than two simulta-

neously active users per cell (K > 2), produces a higher low-SNR slope, and hence a higher

spectral efficiency, as compared to result for non fading channels, and also for intra-cell

TDMA scheduling (K = 1). Turning to the high-SNR regime, it is observed that the WB

scheme produces the same multiplexing gain (or high-SNR slope) as the one obtained with

intra-cell TDMA, and in the absence of fading. However, the WB scheme produces an

≈ 5.52dB high-SNR power offset advantage over intra-cell TDMA with Rayleigh fading,

and a 3dB advantage over the corresponding result for non-fading channels.

2.5 Numerical Results

Some numerical results for the uplink channel are shown in Figs. 2–6. Fig. 2 shows the

average per-cell sum-rate capacity as a function of the total intra-cell transmit SNR P̄ .

The sum-rate capacity for non-fading channels is included in the figure, as well as for

the intra-cell TDMA and WB schemes in Rayleigh fading channels. The corresponding

spectral efficiencies are plotted in Fig. 3 as a function of E t
b/N0. The results in both figures

are for the case in which the number of cells is large M À 1. The figures demonstrate the

inferiority of intra-cell TDMA scheduling in the presence of Rayleigh fading, as compared to

the case of non fading channels, and to the WB scheme in the presence of fading (producing

the highest performance). Examining the results at the low- and high-SNR regimes reveals,

in general, a good match to the results of propositions 2.2, 2.4 and 2.9. It is noted however

that the numerically evaluated high-SNR power offset L∞ for intra-cell TDMA scheduling,
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is smaller than the value specified in proposition 2.4. This value is closely approached only

for very high values of P̄ .

Fig. 4 shows the impact of the number of cells on system performance. Assuming no

fading, the uplink average per-cell sum-rate capacity is plotted for several values of the

total intra-cell transmit SNR, P̄ , as function of the number of system cells. A “relaxed

oscillatory” behavior is observed in the figure as the number of cells increases. Furthermore,

it is also observed that the convergence rate is faster for lower values of P̄ , and that for any

practical purposes a system composed of at least 30 cells may be treated as an “infinite”

dimensional system.

Finally, the validity of the limiting result in (2-32) is also examined. Recall that this

result was shown to approximate the average per-cell sum-rate capacity of the WB scheme

(Rayleigh fading) in the case in which the number of users per cell is large, and it provides

an upper bound to the sum-rate capacity for any finite number of users per cell. In order to

validate the approximation, the limiting (K À 1, M À 1) capacity and spectral efficiency

are plotted in Figs. 5 and 6 together with Monte-Carlo simulation results. The Monte-

Carlo simulations were performed while assuming a finite dimensional system of M = 30

cells (demonstrated in Fig. 4 to be large enough), and while employing the WB scheme

with K = 1 (corresponding to intra-cell TDMA), K = 2 and K = 4 users per cell. It is

observed that the the asymptotic expression indeed upper bounds the results obtained with

a finite number of users per cell. Furthermore, it also provides a very tight approximation

for system performance even with very modest numbers of users per cell. It is also observed

that the WB scheme is superior to intra-cell TDMA scheduling for even as low as 2 users

per cells.

3 Downlink Sum-Rate Capacity

3.1 Preliminaries and Downlink System Model

The key tool used in the analysis to follow is a recent result by Yu and Lan [3], who

established a connection between the uplink-downlink duality of the Gaussian vector MAC

and BC, and the Lagrangian duality in minimax optimization. The main result of [3]

is therefore reviewed first. The setup considered in [3] is a memoryless Gaussian vector
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BC, that models the downlink of a wireless single-cell system with N antennas at the cell-

site, and K single antenna users. Considering an arbitrary time instance, the baseband

representation of the K× 1 received signal vector is given by

ydl = H†xdl + zdl , (3-1)

where H† is a fixed K × N matrix with
[

H†
]

i,j
denoting the channel gain from the ith

antenna at the cell-site to the jth user. Full channel state information is assumed available

to both transmitter and receivers. xdl is the N × 1 input vector for which an individual

per-antenna power constraint of [cov (xdl)](i,i) ≤ Pi is assumed. zdl is a K × 1 circularly

symmetric zero mean complex AWGN vector, with identity covariance matrix. It is worth

mentioning that for N > 1 this is a non-degraded Gaussian BC, the capacity region of

which was recently shown in [27] to coincide with the DPC achievable rate region [23] [5]

[6]. One of the main results of [3] is the following Theorem.

Theorem 3.1 (Yu and Lan (2004)) The sum capacity of the Gaussian multi-antenna

BC with individual per antenna transmit power constraints [cov (xdl)](n,n) ≤ Pn is the same

as the sum capacity of a dual MAC with a sum power constraint and with a diagonal and

“uncertain” noise:

Csum = min
Λ

max
D

log
det
(

HDH† +Λ
)

det (Λ)
,

such that D and Λ are K×K and N×N nonnegative diagonal matrices, satisfying Tr(D) ≤ 1

and
∑

n Pn [Λ](n,n) ≤ 1, respectively.

Accordingly, the sum-rate capacity of the downlink (broadcast) channel equals the sum-rate

capacity of its dual uplink (multiple access) channel, subject to a joint power constraint

determining the level of cooperation between the users, and a noise power constraint cap-

turing the individual per-antenna power constraints of the original downlink (broadcast)

channel.

Now it easily observed that Theorem 3.1 directly applies to the circular cell-array system

model considered here, by viewing the cell-sites as a single distributed antenna array. This

observation shall be used in the rest of this section. Accordingly, focusing on an arbitrary

time instance, the received signal vector is given by (3-1) while replacing N, K, and H by
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M , MK, and HM (as defined by (2-2)), respectively, i.e.,

ydl = H
†
Mxdl + zdl . (3-2)

With the natural analogy to the uplink channel, am and bm of (2-2) are now 1 ×K row

vectors denoting the channel complex fading coefficients, experienced by the K users of

the mth and [(m−1) modM ]th cells, respectively, when receiving the transmissions of the

mth cell-site antenna. As for the uplink channel, it is also assumed here that the fading

processes are i.i.d. among different users, and can be viewed for each user as an ergodic

process with respect to the time index. Full channel state information (CSI) is assumed

available to the joint multi-cell transmitter, while the mobile receivers are assumed to be

cognizant of their own CSI, and of the employed transmission strategy. xdl is the M × 1

vector of signals transmitted by the M cell-sites, for which an equal individual per-cell-

site power constraint of [cov (xdl)](m,m) ≤ P̄ ∀m is assumed. zdl is an MK × 1 circularly

symmetric zero mean complex AWGN vector, with identity covariance matrix, representing

the noises at the receivers of each of the users. Using Theorem 3.1 the downlink average

per-cell sum-rate capacity is given by

Cdl(P̄ ) = EHM







1

M
min
ΛM

max
DM

log
det
(

HMDMH
†
M +ΛM

)

det (ΛM)







, (3-3)

where the optimization is over all nonnegative diagonal matrices DM [MK×MK] andΛM [M×M ],

satisfying Tr(DM) ≤ 1 and Tr(ΛM) ≤ 1/P̄ , respectively (note the minimization in (3-3),

that addresses the equal individual per-cell average power constraints). The average per-

cell spectral efficiency can be evaluated using the same approach as in Subsection 2.2.

3.2 Dual Uplink System Model

Since Theorem 3.1 gives the sum-rate capacity of the downlink channel in terms of a

minimax optimization on the dual uplink channel, the focus in the sequel will be on the

dual channel, which in the multi-cell setting considered here is given by

ỹul = HM x̃ul + z̃ul . (3-4)
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The (̃·) notation was introduced here to emphasize the difference between the dual uplink

channel and the actual uplink channel of the multi-cell system, as described in Subsection

2.2. The M ×KM channel transfer matrix HM of the dual uplink channel is as defined

in (2-2). In view of Theorem 3.1, the diagonal MK ×MK input covariance matrix can be

written as

DM = diag(D0,D1, · · · ,DM−1) , (3-5)

where Dm is a K ×K non-negative diagonal matrix representing the transmit powers of

the mth cell’s users. The nonzero entries of Dm are denoted by {dm,k}Kk=1. As stated

in the pervious subsection, the individual power constraints corresponding to the original

downlink (broadcast) channel are assumed to be all equal to P̄ .

Combining (2-2) and (3-5), it follows that the matrix product HMDMH
†
M of (3-3) is

an M ×M matrix given by

[

HMDMH
†
M

]

m,n
=



























amDma†m + bmDm̂−1bm n = m

bmDm̂−1a
†

m̂−1
n = m̂− 1

amDmb
†

m̂+1
n = m̂+ 1

0 otherwise

m = 0, 1, · · · , (M − 1) . (3-6)

For example, in the particular case of M = 4

H4D4H
†
4 =















a0D0a
†
0 + b0D3b

†
0 a0D0b

†
1 0 b0D3a

†
3

b1D0a
†
0 a1D1a

†
1 + b1D0b

†
1 a1D1b

†
2 0

0 b2D1a
†
1 a2D2a

†
2 + b2D1b

†
2 a2D2b

†
3

a3D3b
†
0 0 b3D2a

†
2 a3D3a

†
3 + b3D2b

†
3















.

(3-7)

In a similar manner to (2-7), the non-zero entries of HMDMH
†
M are explicitly expressed
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by
[

HMDMH
†
M

]

m,m
=

K
∑

k=1

dm,k |am,k|2 +
K
∑

k=1

dm̂−1,k |bm,k|2

[

HMDMH
†
M

]

m,m̂−1
=

K
∑

k=1

dm̂−1,ka
∗

m̂−1,k
bm,k

[

HMDMH
†
M

]

m,m̂+1
=

K
∑

k=1

dm,ka
∗
m,kbm̂+1,k

. (3-8)

The above explicit formulation will be useful in the analysis to follow.

3.3 Non-Fading Channels

For non-fading channels, taking am,k = bm,k = 1 ∀m, k as in Subsection 2.3, the downlink

average per-cell sum-rate capacity is specified by the following proposition.

Proposition 3.2 The downlink average per-cell sum-rate capacity in the absence of fading,

with an equal individual per-cell power constraint P̄ , coincides with corresponding result for

the uplink channel as stated by Proposition 2.1, i.e.,

Cdl-nf(P̄ ) = Cul-nf(P̄ ) . (3-9)

Proof : See Appendix B.

Noting that for non-fading channels, the channel transfer matrix HM , as defined in

(2-2), becomes block-circulant (circulant for K = 1), it is worth emphasizing that the

arguments used to prove Proposition 3.2 (see Appendix B) hold verbatim for any block-

circulant channel transfer matrix (as it is only the circular structure of HM that was

used, and not the particular values of its entries in the model considered here). It can

therefore be concluded that for any block-circulant channel transfer matrix the downlink

average per-cell sum-rate capacity is equal to the average per-cell sum-rate capacity of

its corresponding uplink channel with equal transmit powers. Furthermore, this result

holds for either equal individual per cell-site (antenna) power constraints, or for a sum

power constraint. In view of the above, the downlink average per-cell sum-rate capacity in

extreme-SNR regimes is characterized by Proposition 2.2.
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Deriving explicit expression for the downlink average per-cell sum-rate capacity, it

is also of interest to identify a downlink transmission scheme that actually achieves this

result. Note here that the sum-rate capacity was obtained through the dual uplink channel,

however the dual uplink channel by itself does not directly specify a downlink transmission

scheme that achieves the same capacity. In order to find such a scheme, one can use the

uplink-downlink duality again, but this time in the “opposite direction”. In [6], a MAC-to-

BC transformation is proposed that finds, for any ordering of the users in the MAC channel,

and for rates obtained by means of successive cancellation at the receiver, a set of downlink

transmit covariance matrices (per each of the users) that achieve the same rates per user

by means of successive pre-cancellation at the transmitter (with reverse ordering), based

on DPC. Say, for example, that one desires to find a downlink transmission scheme that

is sum-rate optimum, and provides equal rates (say, for the case in which a single user

is active in each cell, which is also sum-rate optimum for non-fading channels, as shown

in Appendix B). Then, the above transformation can be employed for our setting in the

following manner. Ordering the users by increasing cell indices, and assuming equal powers

in the dual uplink channel, one can find the corresponding transmit covariance matrices

that will achieve the same rates at the downlink. These rates define points in the uplink

(MAC) and downlink capacity regions, corresponding to a set of non-equal rates (in view

of the successive cancellation process) achieving the sum-rate capacity. The final step is to

use equal time sharing of all possible cyclic shifts on the users’ ordering, which will finally

provide equal rates for all users.

3.4 Rayleigh Flat-Fading Channels

Particularizing to Rayleigh fading lower and upper bounds for the downlink average per-

cell sum-rate capacity are derived, while focusing on the asymptotic regime in terms of the

number of users per cell K À 1. The following includes a short outline of the techniques

by which the bounds are derived, while the reader is referred to Appendix C for the full

detailed proofs.

The lower bound (achievable rate) is obtained by examining the dual uplink channel via

(3-3). A “Threshold Crossing” (TC) scheduling scheme is employed, according to which

only users received in the dual uplink channel, at both cell-sites, with fade power levels
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exceeding some constant L, are allowed to transmit. As K → ∞ the number of active

users per cell crystalizes to K0 , Ke−2L, and it is assumed that all active users transmit at

equal powers 1/(K0M), to meet the power constraint of (3-3). Furthermore, the constant

L should be chosen so that K0 →∞ as K →∞ (and thus the strong law of large numbers

can be applied). In particular, the achievable rate lower bound is obtained by choosing

K0 = Ke−2L = Kε, yielding L = 1−ε
2

logeK, where 0 < ε < 1. The resulting achievable

rate can also be shown to constitute an upper bound for the rate attained with any finite

K, while employing the TC scheduling scheme in the dual uplink (see Appendix C).

The key tool for deriving the capacity upper bound, is bounding the channel fades by

the strongest fading gain (over all intra-cell users) received at each cell-site, and observing

that the maximum of K i.i.d. χ2(2) distributed random variables behaves like f(K) ,

logeK + O(loge logeK) for K À 1 [39]. The two bounds are summarized in the following

proposition while ignoring little orders of logeK.

Proposition 3.3 For K À 1 the downlink average per-cell sum-rate capacity for Rayleigh

fading satisfies

log
(

1 + P̄ ((1− ε) logeK + 2)
)

≤ Cdl(P̄ ) ≤ log
(

1 + 2P̄ logeK
)

, 0 < ε < 1. (3-10)

Proof : See Appendix C.

As can be observed, the above bounds are rather tight, and for ε¿ 1 the gap between

the two bounds is less than 1 [bit/sec/Hz] in the high-SNR region. Also, it is observed

from the lower bound that, at least, a multiuser diversity gain factor proportional to logeK

can be achieved, and this comes in addition to the inherent system array diversity gain

factor of two. One can conclude from the two bounds that the downlink average per-cell

sum-rate capacity scales like log logeK in the large number of users per cell regime. The

same scaling low has also been reported before for the single-cell setting with multiple

antennas at the cell-site, as for example in [39] [40]. Note however that in this single-cell

setting there is a full symmetry in the manner that each of the users “sees” the transmit

antennas, where as in the multi-cell model considered here each of the users “sees” only

two of the total of M system cell-sites.

The extreme SNR behavior of the two bounds is summarized next.
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Proposition 3.4 The downlink channel extreme-SNR regimes for Rayleigh fading are

characterized, for any number of cells M ≥ 3, by

S0 = 2 ;
loge 2

2 logeK
≤ Et

b

N0 min

≤ loge 2

(1− ε) logeK + 2

S∞ = 1 ; −1− log2 logeK ≤ L∞ ≤ − log2 ((1− ε) logeK + 2) .

(3-11)

Comparing the above results to the corresponding results in the absence of fading, as stated

by Proposition 3.2, the beneficial effect of fading on the downlink average per-cell sum-

rate capacity is clearly evident. Focusing on extreme-SNR regimes, it is observed that in

the low-SNR regime the minimum transmit Eb/N0 that enables reliable communication is

decreased at least by a factor of 2/((1−ε) logeK+2), while the low-SNR slope is increased

by a factor of 1.5 (a slope of 2 vs. 4/3). In the high-SNR regime it is observed that the

introduction of fading does not change the high-SNR slope (multiplexing gain). However,

the power offset L∞ is lower by at least log2 ((1− ε) logeK + 2) in the presence of fading.

In the context of the dual uplink channel, and in view of the TC scheduling scheme

used to derive the lower bound on the downlink average per-cell sum-rate capacity, it is

also interesting to note that setting the threshold to zero, and letting all users transmit si-

multaneously with equal powers, produces an achievable average per-cell sum-rate as given

by (2-37). Comparing this result to the lower bound in (3-10), it observed that the latter

scheme fails to produce the multiuser diversity gain factor of (1− ε) logeK. It is important

to emphasize however that (2-37) was derived while assuming no CSI is available to the

transmitting users, whereas the TC scheduling scheme does require threshold crossing in-

dication feedback from the receiving cell-sites. It is also worth noting in this respect that

in the single-cell multiple antenna setting with Rayleigh fading, while assuming full CSI

is available at both transmitting and receiving ends, the sum-rate optimum transmission

strategy is bounded to include no more than M 2 simultaneously active users in either up-

link or downlink channels (where M is the number of antennas at the cell-site) [41] [42].

Hence simultaneously transmitting to all K ÀM 2 users is definitely suboptimum.

As discussed in Subsection 3.3, the TC scheduling scheme introduced here for the dual

uplink channel can also be employed to define a downlink DPC based transmission scheme

that achieves the corresponding sum-rate. This can be accomplished again via the MAC-

to-BC transformations suggested in [6]. Finally, it is noted that the results presented in
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this section for Rayleigh fading may be extended in a straightforward manner to other

fading distributions (although these may yield less compact and analytically tractable

expressions).

3.5 Numerical Results

Numerical results for the downlink channel are shown in Figs. 7–10. Figs. 7–8 show the

analytically derived lower and upper bounds for the downlink average per-cell sum-rate

capacity, as given by Proposition 3.3, plotted as a function of the total transmit power

(SNR) per cell P̄ , for K = 100. Fig. 7 shows the lower bound for ε = 0.4, while Fig.

8 shows the bound for ε = 0.2. In addition, the corresponding results of Monte-Carlo

simulations (considering a system of M = 30 cells, see Subsection 2.5) of the dual uplink

TC scheduling scheme, employed to obtain the lower bound on the sum-rate capacity,

are also included, as well as the corresponding result for non-fading channels (2-19). The

impact of multiuser diversity in the presence of fading on system performance is clearly

demonstrated in the figures, comparing the results for non-fading and Rayleigh fading

channels. It is also observed that even for a moderate number of users per cell (K = 100

in this case), the bounds are tight, resulting in less than one bit per channel use over the

whole plotted SNR range. The gap between the two bounds reduces when the threshold

parameter ε decreases, as may be concluded from (3-10). Furthermore, the Monte-Carlo

simulation curves demonstrate a good match to the analytical lower bound for even as low

as K = 100 users per cell. Note, that the Monte-Carlo curves are closer to the analytical

bound for higher values of the threshold parameter ε. This is since for a fixed K, a higher

value of ε implies that more users per cell are likely to experience threshold crossing fading

coefficients, and therefore the SLLN based lower bound forms a better approximation

for the finite number of users per cell setting. Note in this respect that the probability

that at least one of the users at a given cell crosses the threshold is 1−
(

1− 1/K(1−ε)
)K

,

which for K = 100 equals ≈ 0.9985 when ε = 0.4, and ≈ 0.9214 when ε = 0.2. The

analytical bounds are however further apparat for lower values of ε. Figs. 9–10 show the

corresponding downlink average per-cell spectral efficiency results, plotted as a function of

the system average transmit Eb/N0. The beneficial effect of fading on system performance

is again clearly demonstrated, and a good match to the low-SNR regime characterization
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of Proposition 3.4 is observed.

It is important to note at this point, that the TC scheduling scheme employed here

for deriving a lower bound to the downlink average per-cell sum-rate capacity, is also a

legitimate scheduling scheme for the original uplink channel, provided that the system

design allows such a scheme to be employed. So although not in the main focus of this

research, it is of interest to demonstrate the impact of employing different scheduling

schemes in the uplink of the cellular system model in concern. Fig. 11 compares the

spectral efficiency results of the Monte-Carlo simulation of the TC scheme (performed

taking K = 100, ε = 0.2, and M = 30, as in Fig. 10), to the spectral efficiency of the

WB scheme considered earlier in Subsection 2.4. As mentioned in the previous subsection

the latter scheme also produces an achievable rate lower bound to the downlink average

per-cell sum-rate capacity, although it is obviously a worse lower bound. Also included

in this figure are Monte-Carlo simulation results of an “opportunistic” intra-cell TDMA

scheduling scheme, according to which only the user with the maximum total received

power, at both cell-sites, is allowed to transmit in each cell (i.e., the user corresponding

to argmaxk{
∣

∣

∣
am̂−1,k

∣

∣

∣

2

+ |bm,k|2}), and this user transmits with the total intra-cell transmit

power P̄ . The noise covariance matrix here was taken to be the identity matrix, and

it is noted that this scheme cannot be regarded as providing an achievable rate lower

bound for the downlink average per-cell sum-rate capacity with equal individual per-cell

power constraints, at least not without proving that the identity noise covariance matrix

minimizes the log-det expression in (3-3). It can be however regarded as an achievable rate

lower bound to the downlink sum-rate capacity with a total sum power constraint (over

all cell-sites).

Comparing the spectral efficiency of the three scheduling schemes, it is observed that

the “opportunistic” intra-cell TDMA scheme outperforms the TC scheme in the low E t
b/N0

region, however the TC scheme becomes superior beyond some threshold E t
b/N0. Both

schemes are clearly superior to the WB scheme, and obviously also to deterministic TDMA,

which produces an even lower spectral efficiency, as shown earlier in Subsection 2.4. These

results demonstrate the significance of choosing an appropriate scheduling scheme in the

uplink channel, when fading is present.
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3.6 On The Impact of Restricted Cell-Site Cooperation

In the previous subsections, the downlink average per-cell sum-rate capacity was analyzed

while employing a super joint pre-processor, that has full CSI, and processes the signals

to be transmitted by all M system cell-sites. Consider now a sub-optimum transmission

scheme, according to which joint processing of the signals of a cluster of no more than N

cells can be employed. Thus, instead of a large joint super-transmitter, multiple reduced

complexity transmitters are used (each with full CSI regarding its own cluster), and it is

assumed that M À N so that the number of sub-optimum processors (clusters) is large,

and edge effects can be ignored. These reduced complexity transmitters shall be referred to

henceforth as restricted processing (RP) transmitters. The rest of this subsection is devoted

to the derivation of lower bounds to the downlink average per-cell sum-rate capacity with

RP transmission schemes.

Proposition 3.5 The downlink average per-cell sum-rate capacity with the N-cells RP

transmission scheme, is lower bounded by the average per-cell sum-rate capacity of a

ciruclar cell-array model of N cells, as given by Propositions 3.2 and 3.3, further mul-

tiplied by a factor of N/(N + 1).

Proof : See App. D.

Starting from the particular case of non-fading channels, it is conlucded from Proposi-

tion 3.5 that the downlink average per-cell sum-rate capacity with N-cells RP transmission

is lower bounded by

CRP−nf,dl(P̄ ) ≥
N

N + 1

1

N

N−1
∑

n=0

log
(

1 + 2P̄
(

1 + cos
(

2π
n

N

)))

=
1

N + 1

N−1
∑

n=0

log
(

1 + 2P̄
(

1 + cos
(

2π
n

N

)))

.

(3-12)

Examining the high-SNR regime for the above result, it is observed that the high-SNR

slope (“pre-log”, “multiplexing gain”) for the lower bound satisfies

S∞RP−nf =







N
N+1

N odd,

N−1
N+1

N even.
(3-13)
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This implies that in the absence of fading, when joint processing in the downlink is limited

to no more than N cells, the loss in degrees of freedom is no more than a factor of N/(N+1)

when N is odd, or (N − 1)/(N + 1) when N is even, as compared to the corresponding

result when the full-CSI super joint pre-processor is employed (S∞ = 1 for M →∞).

Analogously for Rayleigh fading channels, using the lower bound of Proposition 3.3, it

is concluded that the downlink average per-cell sum-rate capacity with N-cells RP trans-

mission, is lower bounded by

CRP−f,dl(P̄ ) ≥
N

N + 1
log
(

1 + P̄ ((1− ε) logeK + 2)
)

; K À 1, 0 < ε < 1 , (3-14)

while ignoring little orders of logeK. From Proposition 3.4 it follows immediately that the

high-SNR slope for this lower bound satisfies

S∞RP−f =
N

N + 1
. (3-15)

It observed that for Rayleigh fading channels, when joint processing in the downlink is

limited to no more than N cells, the loss in degrees of freedom is no more than a factor of

N/(N + 1), as compared to the corresponding full-CSI pre-processor (for which S∞ = 1).

It should be emphasized at this point that the relatively low performance degradation

due to restricted processing is a result of the particular system model, according to which

each user only “sees” two cell-sites. Note in this respect that even when no CSI whatsoever

is available, one looses no more than 1/2 of the total degrees of freedom, for example by

employing inter-cell time sharing, transmitting either to odd or even cells. In this case

a 2-fold diversity factor can also be obtained via two-cell-site cooperation in both uplink

(as each user is received by two cell-sites), and downlink (for example by employing the

Alamouti transmit diversity scheme [43]).

4 Summary and Conclusions

The impact of joint multiple cell-site processing was demonstrated in this paper through

a simple analytically tractable circular multi-cell model. The model represents a practical

soft handoff scenario, in which each user effectively “sees” (simultaneously) two cell-sites.
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Both the uplink and downlink channels were considered and analyzed in terms of the

average per-cell sum-rate capacity and spectral efficiency, and it was shown that joint

multi-cell processing eliminates out-of-cell interference, which is traditionally considered

to be a limiting factor in high-rate reliable communications.

When no fading is present, and for any block-circulant channel transfer matrix, the

uplink and downlink channels were found, using the BC-MAC duality principle, to be

equivalent in terms of the average per-cell sum-rate capacity, which approaches in the

high-SNR regime the sum-capacity of a single isolated cell.

For the uplink channel, assuming no user cooperation, no transmitter CSI, and equal

transmit powers, the presence of flat-fading was shown to be beneficial in terms of the

average per-cell sum-rate capacity, when employing a WB transmission scheme, where all

users transmit simultaneously and all bandwidth is available for coding. This scheme was

shown to be superior to intra-cell TDMA scheduling in the presence of fading, whereas both

schemes were shown to be equivalently optimum, in terms of the average per-cell sum-rate

capacity, in the absence of fading. In fact, flat fading was observed to enhance performance

for the WB scheme already for a small number of users per cell K. For example, in the

low-SNR regime performance enhancement is observed for K > 2. The average per-cell

sum-rate capacity was shown to be maximized in the large number of users per cell limit

K À 1, where it is equal to the corresponding capacity of a single isolated cell with two

receiving antennas and no fading. The WB transmission scheme thus eliminates the effect

of out-of-cell interference, while exploiting the full array diversity gain of the system. The

resulting sum-rate capacity exhibits a 3-dB power offset advantage in the high-SNR regime,

as compared to the corresponding result in non-fading channels.

For the downlink, considering Rayleigh flat-fading channels, the downlink average per-

cell sum-rate capacity was upper and lower bounded to within 1 bit/channel use, while

focusing on the large number of users per cell limit (K À 1). As evident from the lower

bound, with the introduction of Rayleigh fading, both the cell-array diversity gain (a factor

of two in the model in concern), and a multiuser diversity gain of logeK can be obtained,

due to cooperation, and the available channel state information in both transmitting and

receiving ends. The downlink average per-cell sum-rate capacity was shown to scale like

O(log logeK), K À 1, in agreement with the previously reported scaling law for the single-

cell multiple-antenna setting [39] [40]. Restricting joint processing to no more than N cells
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was shown to reduce the number of degrees of freedom by no more than a factor of N/(N+

1). The uplink-downlink duality principle guarantees the same uplink multiuser diversity

features provided that proper scheduling is employed. The crucial role of proper scheduling

in the uplink was also demonstrated through some particular scheduling examples.

Although full information theoretic understanding of cellular systems is yet at its in-

fancy, it is already rather clear that joint multi-cell processing is a key tool for enhancing

performance in future systems, as demonstrated by the simple system model analyzed in

this paper. Extensions of most of the reported results, for both the uplink and downlink

channels, to a planar “two dimensional” cell-array, or to a setting in which each of the users

“sees” more than just the two neighboring cell-sites, are straightforward although some-

what tedious. Extensions of the results to the case in which only partial side information

is available to the joint multi-cell transmitter or receiver, are currently under investigation.

A Proof of Proposition 2.5

Following [35], consider a the slightly modified multi-cell model corresponding to a linear

cell-array, as in the proof of Proposition 2.3, and let GM , IM + P̄HMH
†
M . Applying

Jensen’s inequality one gets

Ctdma-l(P̄ ) = lim
M→∞

E

{

1

M
log detGM

}

≤ lim
M→∞

1

M
logE {detGM} , (A-1)

where Ctdma-l denotes the average per-cell sum-rate capacity in the linear array model. In

view of the three-diagonal matrix structure of GM (in the modified system model), its

determinant may be expressed by the following difference equation

E{detGM} = (1 + 2P̄ )E{detGM−1} − P̄ 2E{detGM−2} , (A-2)

with initial conditions E{detG0} = 0, E{detG1} = 1 + 2P̄ . The solution of (A-2) is

given by [35]

E{detGM} = ϕ(rM − sM) , (A-3)
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where

ϕ =
1 + 2P̄√
1 + 4P̄

; r =
1 + 2P̄ +

√
1 + 4P̄

2
; s =

1 + 2P̄ −
√
1 + 4P̄

2
. (A-4)

Hence,

Ctdma-l(P̄ ) ≤ lim
M→∞

1

M
logE {detGM} = log r , (A-5)

where the last equality follows from the fact that r > s, and M → ∞. The proof is

completed by noticing that Cul-nf(P̄ ) = log r, and that Ctdma-l(P̄ ) coincides with the corre-

sponding result for the circular cell-array as discussed in the proof of Proposition 2.3.

B Proof of Proposition 3.2

The proof of Proposition 3.2 is based on three main observations. Taking am,k = bm,k = 1

∀m, k, for non-fading channels, it is observed from (3-8) that the transmit powers of the

users in each of the cells (in the dual uplink channel) affect the entries only via their

sums. The dual uplink optimization problem of (3-3), as a whole, is therefore a function

of {Tr(Dm)}M−1m=0 , rather then a function of the individual powers of the users. Hence,

all intra-cell schemes that retain the same values of {Tr(Dm)}M−1m=0 yield the same overall

sum-rate capacity. The rest of the proof therefore focuses on a setup in which only a single

user is active in each cell (K = 1) transmitting with power 1/M (to satisfy the input

covariance constraint of (3-3).

A second useful observation is based on a result from [44]. Since the minimax opti-

mization problem in concern is restricted to diagonal input covariance matrices satisfying

Tr(DM) ≤ 1 (a bounded convex subset of the general set of covariance matrices), and

to diagonal noise covariance matrices satisfying P̄Tr(ΛM) ≤ 1 (a bounded convex set),

the following Lemma holds (clearly one can restrict the minimax optimization problem to

strictly positive definite noise covariance matrices).

Lemma B.1 ([44]) For covariance matrices DM and ΛM as in the minimax optimization
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problem of (3-3), the function

log

(

det
(

HMDMHM

† +ΛM

)

det (ΛM)

)

is convex in ΛM and concave in DM .

Finally, the third observation is summarized in the following Lemma, which can be

straightforwardly proven using basic properties of circulant matrices.

Lemma B.2 Let AM be an M ×M circulant matrix, and let BM = diag (b1, b2, . . . , bM)

be an M ×M diagonal matrix. Let BM(m) , diag(bM−m+1, . . . , bM , b1, . . . , bM−m) be the

(diagonal) matrix obtained by performing m cyclic shifts on the diagonal entries of BM .

Then

det
(

IM + AMBMA
†
M

)

= det
(

IM + AMBM(m)A†M

)

; ∀m = 0, 1, 2, . . . ,M − 1 ,

and

det
(

AMA
†
M + BM

)

det (BM)
=

det
(

AMA
†
M + BM(m)

)

det (BM(m))
; ∀m = 0, 1, 2, . . . ,M − 1 .

With the above observations in hand, the optimization problem is solved by deriving

upper and lower bounds on the sum-rate capacity, and showing that the two bounds co-

incide. The upper bound is derived by choosing a particular noise covariance matrix in

(3-3), equal to Λ0
M = 1

MP̄
IM . In addition, let the remaining maximization over the in-

put covariance matrix be written as (omitting the 1/M factor, and focusing on the total

sum-rate)

Rdl-ub , max
DM

log det
(

IM +MP̄HMDMH
†
M

)

, max
DM

Rdl-ub(DM) .
(B-1)

Since for non fading channels the channel transfer matrix HM is a circulant matrix

(restricting the discussion to K = 1), then in view of Lemma B.2, if D?
M satisfying

Tr(D?
M) ≤ QU ≤ 1 is a solution to the maximization problem, the corresponding up-

per bound to the sum-rate capacity is unaffected by any cyclic shift of the diagonal entries
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of D?
M (this can also be deduced from the circular symmetry of the system model). Let us

denote by D?
M(m) the matrix obtained by performing m cyclic shifts on the diagonal en-

tries of the maximum achieving solution D?
M . Now, in view of the concavity of Rdl-ub(DM)

in (B-1), as also indicated by Lemma B.1, it follows by Jensen’s inequality that

1

M

M−1
∑

m=0

Rdl-ub (D
?
M(m)) ≤ Rdl-ub

(

1

M

M−1
∑

m=0

D?
M(m)

)

. (B-2)

But from Lemma B.2 the left hand side (LHS) of (B-2) equals Rdl-ub(D
?
M) and (B-2)

becomes

Rdl-ub(D
?
M) ≤ Rdl-ub

(

1

M

M−1
∑

m=0

D?
M(m)

)

. (B-3)

Hence, the sum-rate capacity upper bound obtained with the “mixing” matrix of the right

hand side (RHS) of (B-3), upper bounds the bound obtained with D?
M (which was initially

supposed to be a solution to the maximization problem of (B-1)). Closely examining the

diagonal elements of the “mixing” matrix, it is observed that

[

1

M

M−1
∑

m=0

D?
M(m)

]

j,j

=
1

M

M−1
∑

m=0

[D?
M(m)]j,j =

1

M
Tr(D?

M) =
QU

M
, (B-4)

where the second equality follows from the fact that the “mixing” matrix contains all M

cyclic shifts of the diagonal entries of the original matrix D?
M . It is therefore concluded

that DM = QU

M
IM , corresponding to a uniform power allocation in the dual uplink, must

be a valid maximum achieving solution to (B-1). Substituting this solution into (B-1)

yields
1

M
Rdl-ub =

1

M
log det

(

IM +QU P̄HMH
†
M

)

, (B-5)

which is observed to coincide with the average per-cell sum-rate capacity of the uplink

channel as given by (2-15), while replacing P̄ with QU P̄ . Finally, observing that the

expressions in (2-15) are increasing functions of the power P̄ , it is concluded that in order

to solve (B-1) one must take QU = 1.

It should be noted at this point that the upper bound to the downlink sum-rate capacity

with equal per-cell power constraints, as defined by (B-1), is in fact the (optimum) sum-rate

capacity of the downlink channel with a sum power constraint. Hence, the above result
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proves that (2-15) also gives the average downlink per-cell sum-rate capacity with a sum

power constraint on the power transmitted by all of the system’s cell-sites.

To obtain a lower bound (achievable rate), a particular input covariance matrix is

chosen in (3-3), equal to D0
M = 1

M
IM , and in a similar manner to the upper bounding

procedure, the remaining minimization problem is defined as

Rdl-lb , min
ΛM

log
det
(

1
M

HMH
†
M +ΛM

)

det (ΛM)

, min
ΛM

Rdl-lb(ΛM) .

(B-6)

Observing that Rdl-lb(ΛM) cannot be minimized by a singular matrix, suppose Λ?
M satisfy-

ing P̄Tr(Λ?
M) ≤ QL ≤ 1 is a solution to the minimization problem. Let Λ?

M(m) denote the

matrix obtained by performing m cyclic shifts on the diagonal entries of Λ?
M . Now, due to

the convexity of Rdl-lb(ΛM), as indicated by Lemma B.1, it follows by Jensen’s inequality

that
1

M

M−1
∑

m=0

Rdl-lb (Λ
?
M(m)) ≥ Rdl-lb

(

1

M

M−1
∑

m=0

Λ?
M(m)

)

. (B-7)

But invoking Lemma B.2 again, the LHS of (B-7) equals Rdl-lb(Λ
?
M), and (B-7) becomes

Rdl-lb(Λ
?
M) ≥ Rdl-lb

(

1

M

M−1
∑

m=0

Λ?
M(m)

)

. (B-8)

Hence, the bound obtained with the “mixing” noise covariance matrix of the RHS of

(B-8), lower bounds the bound obtained with Λ?
M (which was initially supposed to solve to

the minimization problem). Examining the diagonal elements of the “mixing” covariance

matrix it is observed that

[

1

M

M−1
∑

m=0

Λ?
M(m)

]

j,j

=
1

M

M−1
∑

m=0

[Λ?
M(m)]j,j =

1

M
Tr(Λ?

M) =
QL

MP̄
, (B-9)

where the second equality follows from the fact that the “mixing” matrix contains all M

cyclic shifts of the diagonal entries of the original matrix Λ?
M . Hence, it is concluded that

the noise covariance matrix ΛM = QL

MP̄
IM is a valid minimum achieving solution of (B-6).
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Substituting this solution into (B-6) yields

1

M
Rdl-lb =

1

M
log det

(

P̄

QL

HMH
†
M + IM

)

, (B-10)

which also coincides with the average per-cell sum-rate capacity of the uplink channel as

given by (2-15), but here while replacing P̄ with QLP̄ . Recalling that the expressions in

(2-15) are increasing functions of the power P̄ , it is concluded that in order to solve the

minimization problem of (B-6) one must take QL = 1.

Examining (B-10) and (B-5) for QL = 1 and QU = 1, reveals that both bounds coincide.

Hence, in the absence of fading the average per-cell sum rate capacity of the downlink and

uplink channels are equal and given by (2-15).

C Proof of Proposition 3.3

C.1 Lower Bound

Focusing on the dual uplink channel and examining (3-3), it is clear that employing any

particular power control/scheduling policy that satisfies the input constraint (i.e., choosing

a particular input covariance matrix D in (3-3)), and minimizing over all noise covariance

matrices that satisfy the noise covariance constraint, one gets a lower bound to the average

per-cell sum-rate capacity (achievable rate). The same approach was taken in the proof of

Proposition 3.2. Consider now the following particular “Threshold Crossing” (TC) policy,

D0
M , according to which, for some constant L > 0,

d0m,k =







d |am,k|2 ,
∣

∣

∣bm̂+1,k

∣

∣

∣

2

≥ L,

0 otherwise.
∀m = 1, . . . ,M, k = 1, . . . , K , (C-1)

where d > 0 is chosen to satisfy the transmit power (input covariance) constraint. With

this policy, the probability that an arbitrary user transmits with non-zero power is given

by

Pr

(

|am,k|2 ,
∣

∣

∣bm̂+1,k

∣

∣

∣

2

≥ L

)

= e−2L . (C-2)
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Considering the large number of users per cell limit, the number of users in each cell

transmitting with non-zero power crystalizes as K →∞ to

K0 , Ke−2L . (C-3)

Accordingly, the equal transmit power d is set to 1/(K0M), in order to meet the power

constraint of (3-3).

Incorporating the TC policy in (3-8), then as the number of user per cell K increases,

the diagonal entries of HMD0
MH

†
M satisfy

[

HMD0
MH

†
M

]

(m,m)
=

K
∑

k=1

d0m,k |am,k|2 +
K
∑

k=1

d0
m̂−1,k

|bm,k|2

=
1

MK0

(

K
∑

k=1

1
{|am,k|2,|bm̂+1,k|2≥L} |am,k|2 + 1

{|am̂−1,k|2,|bm,k|2≥L} |bm,k|2
)

→
SLLN

1

M

(

E{|ã|2}+ E{|b̃|2}
)

=
2

M
(L+ 1) ,

(C-4)

where ã and b̃ are the two i.i.d. random variables induced by constraining the fading

coefficients to have magnitudes greater or equal to
√
L. For the SLLN to hold in (C-4),

the constant L should be chosen so that K0 →∞ as K →∞. In particular, let K0 satisfy

K0 , Ke−2L = f0(K) = Kε ⇒ L =
1− ε
2

logeK , (C-5)

for some constant 0 < ε < 1. In a similar manner to (C-4), it can also be shown that the

off-diagonal entries of HMD0
MH

†
M vanish as K → ∞, and it is easy to verify that the

input power constraint of (3-3) holds a.s. with equality, since

Tr(D0
M) =

M−1
∑

m=0

K
∑

k=1

d0m,k =
1

MK0

M−1
∑

m=0

K
∑

k=1

1
{|am,k|2,|bm̂+1,k|2≥L} →SLLN

1

MK0

M−1
∑

m=0

K0 = 1 .

(C-6)

Hence, for K À 1, there are approximately K0 active users in each cell transmitting at

power d = 1/(MK0), and the total average power per cell is 1/M . The achievable sum-rate

39



(over all cells) in this setting, in view of (3-3), is given by

RLB = EHM







min
ΛM

log
det
(

HMD0
MH

†
M +ΛM

)

det (ΛM)







∼=
KÀ1

min
ΛM

log
det
(

2
M
(L+ 1)IM +ΛM

)

det (ΛM)

= min
ΛM

M−1
∑

m=0

log

(

2(L+ 1)

Mλm
+ 1

)

(C-7)

where {λm} , [ΛM ]m,m are the (diagonal) elements of the noise covariance matrix ΛM , yet

to be chosen to minimize the above sum expression, while satisfying the noise covariance

constraint. Now since log(1 + c/x), for some constant c > 0, is convex in x > 0, Jensen’s

inequality can be employed to lower bound the achievable rate of (C-7) in the following

manner

RLB ≥ min
ΛM

M log

(

2(L+ 1)
∑M−1

m=0 λm
+ 1

)

≥M log
(

2P̄ (L+ 1) + 1
)

.

(C-8)

The last inequality is obtained by substituting the noise covariance constraint of (3-3),

P̄Tr(ΛM) ≤ 1 (recall that equal power constrains are imposed on each of the cell-sites in

the system model in concern), and the bound is achieved by taking λm = 1/(MP̄ ), ∀m.

The inequality of (C-8) thus becomes an equality, and the achievable sum rate is given by

RLB
∼=

KÀ1
M log

(

2P̄ (L+ 1) + 1
)

. (C-9)

Substituting (C-5) into (C-9), the achievable sum rate can be also written as

RLB
∼=

KÀ1
M log

(

1 + 2P̄

(

1− ε
2

logeK + 1

))

=M log
(

1 + P̄ ((1− ε) logeK + 2)
)

.

(C-10)

The lower bound in (3-10) is finally obtained by multiplying the above expression by 1/M

to get the average per-cell achievable sum-rate.

It is interesting to note that (C-10) constitutes an upper bound for any finite K, as
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observed from

RLB = EHM







min
Λ

log
det
(

HMDMH
†
M +ΛM

)

det (ΛM)







≤ min
ΛM

log
det
(

E
{

HMDMH
†
M

}

+ΛM

)

det (ΛM)

= min
ΛM

log
det
(

2
M
(L+ 1)IM +ΛM

)

det (ΛM)

(C-11)

where the inequality follows from a combination of Fatou’s lemma and Jensen’s inequality,

and the last expression is equal to the one obtained for K À 1 in (C-7).

C.2 Upper Bound on the Average Per-Cell Sum-Rate Capacity

Starting from (3-3), and in an analogous manner to the lower bounding technique of Sub-

section C.1, choosing an arbitrary particular noise covariance matrix Λ0
M that satisfies

the noise covariance constraint, and then maximizing the log-det expression of the theo-

rem over all input covariance matrices (power control/scheduling policies) that satisfy the

input covariance constraint, produces an upper bound to the downlink sum-rate capac-

ity. In particular, the noise covariance matrix Λ0
M = 1

MP̄
IM satisfies the noise covariance

constraint with equality. Hence, the sum-rate capacity is upper bounded by

MCdl(P̄ ) ≤ EHM







max
DM

log
det
(

HMDMH
†
M +Λ0

M

)

det
(

Λ0
M

)







. (C-12)

Employing the Hadamard inequality for semi-positive definite matrices on (C-12), we get

MCdl(P̄ ) ≤ EHM















max
DM

log

∏M−1
m=0

(

[

HMDMH
†
M

]

(m,m)
+
[

Λ0
M

]

(m,m)

)

det
(

Λ0
M

)















= EHM

{

max
DM

M−1
∑

m=0

log

(

1

λm

(

K
∑

k=1

dm,k |am,k|2 +
K
∑

k=1

dm̂−1,k |bm,k|2
)

+ 1

)}

= EHM

{

max
DM

M−1
∑

m=0

log

(

MP̄

(

K
∑

k=1

dm,k |am,k|2 +
K
∑

k=1

dm̂−1,k |bm,k|2
)

+ 1

)}

,

(C-13)
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where the first equality is obtained by substituting the diagonal entries of HMDMH
†
M as

given in (3-8), and third equality follows from the particular choice of Λ0
M . Focusing on

the limiting regime of a large number of users per cell, K À 1, and following [39], (C-13)

may be further upper bounded by

MCdl(P̄ ) ≤ EHM

{

max
DM

M−1
∑

m=0

log

(

MP̄

(

max
k
{|am,k|2}

K
∑

k=1

dm,k

+max
k
{|bm,k|2}

K
∑

k=1

dm̂−1,k

)

+ 1

)}

∼=
KÀ1

max
DM

M−1
∑

m=0

log

(

MP̄

(

f(K)
K
∑

k=1

dm,k + f(K)
K
∑

k=1

dm̂−1,k

)

+ 1

)

,

(C-14)

where f(K) , logeK + O(loge logeK). The last equality is based on a result of [39]

(Example 1, App. A), according to which the maximum of K i.i.d. χ2(2n) distributed

random variables, xmax, satisfies

Pr
{

(n− 2) loge logeK +O(loge loge logeK)

≤ (xmax − logeK) ≤
n loge logeK +O(loge loge logeK)

}

> 1−O
(

1

logeK

)

. (C-15)

Finally, applying Jensen’s inequality, (C-14) reduces to

MCdl(P̄ ) ≤
KÀ1

max
DM

M log

(

P̄ f(K)
M−1
∑

m=0

K
∑

k=1

(

dm,k + dm̂−1,k

)

+ 1

)

= max
DM

M log
(

2P̄ f(K)Tr(DM) + 1
)

=M log
(

2P̄ f(K) + 1
)

,

(C-16)

where the last equality follows from the input covariance constraint Tr(DM) ≤ 1. Sub-

stituting f(K) into (C-16) yields the following upper bound to the sum-rate capacity
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(omitting little orders of logeK)

MCdl(P̄ ) ≤ RUB
∼=

KÀ1
M log

(

1 + 2P̄ logeK
)

, (C-17)

which completes the proof of Proposition 3.3. It is also worth noting here that the above

upper bound holds also when K À 1 is kept fixed, while P̄ increases without bound. This

comes in contrast to the corresponding K À 1 approximation in [39], where an interference

limited suboptimum transmission strategy is considered, and therefore the derived capacity

scaling laws apply only for finite SNRs.

D Proof of Proposition 3.5

To simplify the analysis, let it be assumed that no signals are transmitted to users that are

located in cells indexed by integer multiples ofN+1 (clearly this lower bounds the downlink

sum-rate capacity with the RP scheme). Ignoring the users of the (N + 1)th cell, and its

integer multiples, there is no interaction between different clusters, and therefore each RP

transmitter can be considered separately. Note that in this case each cluster consists of

N + 1 cell-sites (and N cells), and the cluster can be viewed as a linear cell-array, of the

type considered in [7].

The resulting discrete time equivalent downlink channel model for a single RP trans-

mitter, focusing without loss of generality on the first N cells, is given by the following

equation

y̌dl = Ȟ
†

N x̌dl + ždl , (D-1)

where in an analogous manner to the full pre-processing scheme (3-1), Ȟ
†

N is theNK×(N+

1) channel transfer matrix, x̌dl is an (N+1)×1 vector representing the signals transmitted

by the N +1 cell-sites of the cluster, for which an individual per-cell-site power constraint

of P̄ is assumed, and the KN ×1 vector ždl ∼ Nc(0, INK) denotes the vector of zero-mean

circularly symmetric AWGNs at the mobile receivers. The (N +1)×NK matrix ȞN is a
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two-block-diagonal matrix given by:

ȞN =



























a1 0 · · · 0 0

b2 a2 0 · · · 0

0 b3 a3
. . .

...
...

. . . . . . . . . 0

0 · · · 0 bN aN

0 · · · 0 0 bN+1



























, (D-2)

where am and bm are 1×K row vectors denoting the channel complex fading coefficients,

experienced by the K users of the cells to the right and left of the mth cell-site, respec-

tively. The fading coefficients are assumed to have exactly the same statistical properties

as detailed in Section 2.

Following Yu and Lan [3], consider now the dual uplink channel given by

y̌ul = ȞN x̌ul + žul , (D-3)

and let DN , E
{

x̌ulx̌
†
ul

}

denote the NK×NK diagonal input covariance matrix for this

channel. Also let

ΛN+1 , diag(λ1, . . . , λN+1) . (D-4)

denote the diagonal covariance matrix of the zero mean circularly symmetric AWGN vector

žul. In view of Theorem 3.1, the downlink sum-rate capacity for the cluster of N cells is

given by:

CN,dl(P̄ ) = E
ȞN







min
ΛN+1

max
DN

log
det
(

ȞNDNȞ
†

N +ΛN+1

)

det (ΛN+1)







, (D-5)

where DN and ΛN+1 are subject to the trace constraints

TrDN ≤ 1 ; TrΛN+1 ≤ 1/P̄ . (D-6)

It is now observed that the log(·) expression in (D-5) is in fact equal to the conditional

input-output mutual information of the dual uplink channel (D-3), for given input and
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noise covariance matrices, that is

I(x̌ul; y̌ul|ȞN) = log
det
(

ȞNDNȞ
†

N +ΛN+1

)

det (ΛN+1)
. (D-7)

Also, from the data processing inequality it follows that

I(x̌ul; y̌ul|ȞN) = I([x̌ul]1, . . . , [x̌ul]NK ; [y̌ul]1, . . . , [y̌ul]N+1|ȞN)

≥ I([x̌ul]1, . . . , [x̌ul]NK ; ([y̌ul]1 + [y̌ul]N+1) , [y̌ul]2, . . . , [y̌ul]N |ȞN)
, (D-8)

where the mutual information in the last inequality may be considered as representing a

modified system with N cell-sites, in which the signal received at cell-site 1 is the sum of

the signals received at cell-sites 1 and N +1 of the original linear cell-array. But this sum,

([y̌ul]1 + [y̌ul]N+1), which equals

([y̌ul]1 + [y̌ul]N+1) =
K
∑

k=1

a1,k[x̌ul]k +
K
∑

k=1

bN+1,k[x̌ul](N−1)K+k + [žul]1 + [žul]N+1 , (D-9)

in fact resembles the signal that would have been received in cell-site 1, had it been assumed

that the cluster’s cells were ordered on a circle, with N cell-sites, so that the signals

transmitted by the users of the Nth cell in the dual uplink channel are also received at

cell-site 1. The only difference is that, as can be observed from (D-9), by adding the signals

received at cell-sites 1 and N + 1, the resulting signal includes the aggregate noise of the

two cell-sites. By defining the N ×NK matrix

Ȟ
C

N =





















a1 0 · · · 0 b1

b2 a2 0 · · · 0

0 b3 a3
. . .

...
...

. . . . . . . . . 0

0 · · · 0 bN aN





















, (D-10)

where b1 is of exactly the same distribution as bN+1 (a mere change of notation), one can
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write

I([x̌ul]1, . . . , [x̌ul]NK ; ([y̌ul]1 + [y̌ul]N+1) , [y̌ul]2, . . . , [y̌ul]N |Ȟ
C

N)

= log

det

(

Ȟ
C

NDNȞ
C

N

†
+ Λ̌N

)

det
(

Λ̌N

) , (D-11)

where

Λ̌N , diag ((λ1 + λN+1), λ2, . . . , λN) , (D-12)

and {λ}N+1
1 are the diagonal entries of ΛN+1 as defined in (D-4). It can therefore be

concluded that

CN,dl(P̄ ) = E
ȞN







min
{ΛN+1:TrΛN+1≤

1

P̄
}

max
{DN :TrDN≤1}

log
det
(

ȞNDNȞ
†

N +ΛN+1

)

det (ΛN+1)







(a)

≥ E
Ȟ

C
N















min
{ΛN+1:TrΛN+1≤

1

P̄
}

max
{DN :TrDN≤1}

log

det

(

Ȟ
C

NDNȞ
C

N

†
+ Λ̌N

)

det
(

Λ̌N

)















(b)
= E

Ȟ
C
N















min
{Λ̃N :Tr Λ̃N≤

1

P̄
}

max
{DN :TrDN≤1}

log

det

(

Ȟ
C

NDNȞ
C

N

†
+ Λ̃N

)

det
(

Λ̃N

)















, CC
N,dl(P̄ ) ,

(D-13)

where Λ̃N , diag(λ̃1, . . . , λ̃N) is an N × N covariance matrix. Here (b) follows from the

observation that the log(·) expression in the minimax optimization at the right-hand-side

of (a), depends on λ1 and λN+1 only through their sum (see (D-12)), and therefore the

solution to the minimax problem will not be affected if the minimization part is restricted

to sets {λn}N+1
n=1 for which λN+1 = 0, while retaining the overall trace/sum constraint (i.e.,

TrΛN+1 =
∑N+1

n=1 λn ≤ 1/P̄ ). Hence, the minimization operation may be equivalently

expressed as minimization with respect to the N × N diagonal noise covariance matrix

Λ̃N , subject to Tr Λ̃N =
∑N

n=1 λ̃n ≤ 1/P̄ . But the resulting expression is exactly the

downlink sum-rate capacity of a circular array model with N cells, as analyzed in the

previous subsections, and therefore CC
N,dl(P̄ ) can be determined, or lower bounded, using
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Propositions 3.2 and 3.3, respectively. It is hence concluded that the downlink average

per-cell sum-rate capacity with the N-cell RP transmission scheme, is lower bounded by

the corresponding result of Propositions 3.2 and 3.3 (while considering an N -cells circular

array) multiplied by a factor of N/(N + 1). The factor of N/(N + 1) accounts for the fact

that users of the (N + 1)th cell and its multiples were ignored in the above analysis.
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Figure 2: Uplink average per-cell sum-rate capacity.
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Figure 3: Uplink average per-cell spectral efficiency.
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Figure 5: Uplink average per-cell sum-rate capacity for K = 1, 2, 4, K À 1 (Rayleigh
fading).
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Figure 6: Uplink average per-cell spectral efficiency for for K = 1, 2, 4, K À 1 (Rayleigh
fading).
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Figure 8: Downlink average per-cell sum-rate capacity, bounds evaluated for K = 100,
ε = 0.2.
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Figure 9: Downlink average per-cell spectral efficiency, bounds evaluated for K = 100,
ε = 0.4.

59



−15 −10 −5 0 5 10 15 20 25 30
0

2

4

6

8

10

12

14

16

18
Downlink Average Per−Cell Spectral Efficiency (K = 100, ε = 0.2)

Et
b
/N

0
 [dB]

C
 [b

its
/s

ec
/H

z]

Rayleigh Fading − Upper−Bound
Rayleigh Fading − Lower−Bound (Analytical)
Rayleigh Fading − Lower−Bound (Monte−Carlo)
No Fading (∀ K)

Figure 10: Downlink average per-cell spectral efficiency, bounds evaluated for K = 100,
ε = 0.2.
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