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Abstract

A simple multi-cell model is considered for a randomly spread direct-sequence code division mul-

tiple access (DS-CDMA) system with slow flat fading. The model adheres to Wyner’s (1994)

infinite linear cell-array setting, where only adjacent-cell interference is present, and characterized

by a single parameter 0 ≤ α ≤ 1. The discussion is confined to asymptotic analysis, where both

the number of users per cell and the processing gain go to infinity, while their ratio goes to some

finite constant. Assuming single-cell-site processing, four multiuser detection strategies, which

differ in the type and amount of information on the multiuser interference utilized by the receiver,

are analyzed and compared. First, the spectral efficiency is considered, specifying the ultimate

performance. Next, a practically oriented transmission and decoding strategy is analyzed. Assum-

ing that all users employ equal rates and transmit powers, a strongest-users-only decoding scheme

is considered where the receiver ranks the intra-cell users according to their received powers, and

decodes only a subset of these users, equal in number to the largest integer for which decoding is

successful. The total capacities under an outage constraint of the detection strategies, derived as

functions of the fraction of users that cannot be decoded (equivalent to the outage probability), are

analyzed and compared. The performance degradation with the respect to the spectral efficiency

is discussed as well.



1 Introduction

Cellular systems employing direct-sequence code division multiple access (DS-CDMA) schemes

have been the focus of a multitude of works of recent years, in view of their planned use in current

and future generation commercial cellular networks. See [1] – [34] for a recent sample of the abun-

dance of relevant literature. Particularizing to the uplink channel, the use of (pseudo) random

spreading sequences seems to be the common practice in many planned systems, as it requires

no user-coordination, and robustly achieves low average cross-correlations between spreading se-

quences of different users. Analytical information theoretic performance analyses of randomly

spread DS-CDMA systems may in general become prohibitively complex, as they involve random

matrix eigenvalue distribution problems that cannot be handled analytically in the general finite

dimensional setup. However, it has been identified in recent years, that when both the number of

users and the processing gain go to infinity, while their ratio goes to some finite constant, limit-

ing analytical and deterministic system performance measures of interest can be obtained while

harnessing relevant results from the theory of random matrices. Asymptotic analyses of this kind

can be found in works such as [1]–[3], [9]–[11], [17], [18], [32], [35]. See [36] for an outstanding

summary of the state of the art in this field. The above analytical asymptotic results are of partic-

ular interest as they give a good indication on system performance in practical finite dimensional

systems (see for example [1], [9], [37], [36]). It is also noted that the channel models and ran-

dom matrix theory results mentioned above hold verbatim for multiple-transmit multiple-receive

antenna systems, see [36] and references therein.

The ultimate system performance measure for cellular systems is the per-cell spectral efficiency,

defined as the maximum number of bits/sec/Hz that can be transmitted arbitrarily reliably in

each of the cells. Focusing on a single-cell setup, the spectral efficiency of optimally coded (in

the information-theoretic sense) DS-CDMA systems with random spreading sequences has been

thoroughly analyzed in [2] and [17]. Both papers consider the asymptotic scenario, where both the

number of users K and the processing gain N go to infinity, while their ratio goes to some finite

constant β < ∞ (referred to as the “cell load”). Assuming equal received powers and no fading,

expressions are presented in [2] for the spectral efficiency of the optimum receiver, the matched-

filter receiver, the decorrelator, and the linear minimum-mean-squared-error (MMSE) receiver.

The results are extended in [17] to examine the impact of frequency-flat fading on these receivers.

Assuming full channel state information (CSI) is available to both transmitter and receiver, the

optimum per user power control policy, given as a function of the individual fade levels, has been

analyzed and discussed (see also [14] for a related result).

Although analyses of the single-cell setup provide much insight into the fundamental aspects

of system performance, the analysis of system performance in multi-cell setups should not be

overlooked, as eventually practical systems usually include a multiplicity of cells. In particular,

it is interesting to examine the effect of out-of-cell interference on system performance. Except

for the particular case in which the receivers of all cell-sites can cooperate and joint processing of

all received signals can be preformed (e.g., see [38] [39]), the uplink of the multi-cell setup falls
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within the framework of the multiple-access plus interference channel, the capacity of which is

still an open problem in the general case (see the discussion in [40]). In this respect, an attractive

multi-cell model is the one suggested by Wyner in [38]. This simple model allows for analytical

tractability on the one hand, while giving insight to practical systems on the other. Accordingly,

the system’s cells compose an infinite linear array, and the received signal at each cell-site is the

sum of the signals received from intra-cell users, plus a factor α (0 ≤ α ≤ 1) times the sum of the

signals generated by users in the two adjacent cells. Non-adjacent cell users are assumed to produce

no interference. The received signal is embedded in ambient Gaussian noise. The multi-cell effect

on performance is thus specified by a single parameter (α). The analysis in [38] considered non-

fading channels and assumed “wideband” transmissions in which all bandwidth is available for

coding, and no DS-spreading is employed. The results were extended to independent (over users)

identically distributed flat-fading channels in [41], were a comparative analysis of time division

multiple access (TDMA) and the wideband transmission scheme is also presented. The effects of

partial multiple cell-site processing (as opposed to the case in which joint processing of the signals

received by all cell-sites is employed [38] [39]), and inter-cell time sharing, are also considered in

[41]. The same model is also used by the authors in [21], which is devoted to non-fading channels

and extends some of the results of [2] and [41] to the randomly-spread DS-CDMA multi-cell setup.

In [39], a full multiple-cell receiver as in [38] is considered, and it is demonstrated that fading may

turn beneficial even with the optimally coded setting, where no spreading is imposed.

In this paper, we continue the investigation of the effect out-of-cell interference on system

performance in the optimally coded randomly-spread DS-CDMA regime, while employing again

the Wyner [38] linear cell-array model. Independent identically distributed flat fading channels

are assumed, as in [17], and again the asymptotic regime is considered, in which denoting now

the number of intra-cell users by K (assumed constant and equal in all cells), K,N → ∞, while
K
N → β < ∞. The first part of the paper aims at the ultimate system performance measure, the

spectral efficiency, while assuming full CSI is available to the receiver but not to the transmitter

(boiling down to equal transmit powers for each of the intra-cell users). Assuming single cell-site

processing, four types of multiuser detection strategies are considered (as in [21]):

I. The “conventional” matched-filter receiver that treats all interference (either intra-cell or

inter-cell) as additive white Gaussian noise (AWGN);

II. A single-cell optimum (SCO) receiver that “optimally” processes the transmissions of intra-

cell users (assuming all their signatures are known at the receiver), while treating inter-cell

interference as AWGN;

III. The linear MMSE receiver that knows the signatures (spreading sequences) of all interfering

users (both intra-cell and in adjacent cells) and mitigates their interference by means of a

linear MMSE filter;

IV. The “single cell-site processing optimum (SCPO) receiver”, defined as the optimum receiver

in terms of spectral efficiency, given that the receiver is unaware of the codebooks of adjacent-
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cell users, and only their signatures are known at the receiver.

It is emphasized that neither the linear MMSE receiver, nor the SCPO receiver, try to decode

the transmissions of adjacent-cell users (which might be prohibitive if α is small). In fact, the

cell-site receiver may actually be ignorant regarding codebooks or code-mask sequences employed

in other cells, but is aware, as usually is the case in practice, of the signature sequences of all users

in adjacent cells. It is also noted that for Gaussian inputs (conforming with the capacity achieving

statistics), the SCPO receiver is equivalent in terms of spectral efficiency to a receiver that employs

MMSE based successive interference cancellation (MMSE-SC) to decode transmissions of intra-cell

users, while inter-cell interference is mitigated by means of a linear MMSE filter (see [21], [42]).

The use of blind adaptive MMSE multiuser detection may be attractive in this respect, as it makes

no distinction between intra-cell and adjacent-cell interference.

The spectral efficiency of the above four detection strategies is derived in this paper, and

comparatively examined. The results are then compared to analogous results without fading (ap-

propriately reproduced from [21]). Finally, the penalty in system performance due to random

spreading is also examined, by comparison (following [41]) to the spectral efficiency of corre-

sponding receivers, in the setting in which all bandwidth is available for coding (as opposed to

bandwidth expansion by DS-spreading). Extensions of the some of the results obtained here to

joint multiple-cell-site processing with chip-level interleaving, were recently derived in [34].

The second part of this paper considers a suboptimum practically oriented transmission and

reception approach to be described in the following. The spectral efficiency analyses, as presented

in [17], and in the first part of the paper, tacitly assume that all active users are (reliably) decoded

regardless of their received powers. In slow-fading channels, where the channel fading gains are

assumed to be constant within the codeword duration, the above assumption actually implies that

the users adjust their rates (and possibly also their powers) as a function of the channel fading

level they experience, via delayless feedback from the receiver. Unfortunately, in practice, such

feedback and ideal tuning of the users’ transmissions cannot always be accomplished. One possible

approach, excluding any form of feedback from the receiving cell-site, but an ACK/NACK type,

is to let all users transmit at equal rates and equal powers regardless of the individual fade levels

(note that in [17] rate-adjustment feedback is still tacitly assumed in the equal transmit power

setup). In such case, due to the presence of fading, the receiver at the cell-site can no longer

guarantee reliable decoding of all active users. The notion of “outage probability” arises then

as an appropriate system performance specifying parameter, defined as the probability that a

randomly selected user will not be received with strong enough power to be successfully decoded.

It should be noted at this point that this comes in contrast to the setup of (relatively) fast-fading

channels, where the per-user fading process is stationary and ergodic, in which case all users

can be reliably decoded at the receiver while employing (appropriately chosen) fixed and equal

rates, and without the requirement of either rate or power feedback from the receiver (see [40] and

references therein). Methods for obtaining the outage probability of linear CDMA receivers as a

function of the rate, Eb

N0
, and the fading distribution, are shown in [17] and [43]. See also [44] [45]

for a related analysis.
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Restricting the discussion to slow-fading channels, and in conjunction with the above equal-

rate equal-transmit-power scheme, it is assumed that the cell-site receiver ranks all active intra-cell

users by their received powers, and then only decodes the transmissions of a subset of these users,

comprising the (intra-cell) users with strongest received powers. The scheme is hence referred to as

“strongest-users decoding”. The number of decoded users is the largest integer for which decoding

is successful, and it depends on the realizations of both the fade levels and the additive background

noise (fairness among users thus depends on the channel fading process, and a scheduling protocol

can be incorporated so that all users are eventually decoded reliably, see for example [46] [47]).

In order to analyze system performance under the strongest-users decoding scheme, the total

achievable sum-rate over all decodable users is considered as the figure of merit of interest. This

figure of merit is referred to as the “outage constrained capacity”. The strongest-users decoding

strategy was first considered in [48] for a single-cell setup, without the constraint of random

spreading (i.e., when all bandwidth is available for coding), and later on in [49] for randomly-

spread DS-CDMA (again in a single-cell setup).

The underlying assumption of the analysis is that the system designer sets the transmission

rate of all users in order to achieve a target fraction of undecodable users (FUU) per cell, which

is completely equivalent to the notion of outage probability. Since different users experience

independent fades, as the number of users grows, the percentage of undecodable users converges

to a deterministic constant. Specifically, denoting by J the number of (reliably) decoded users per

cell, it is assumed that at the limiting scenario J
K → 1−Q, where Q ∈ [0, 1) denotes the limiting

FUU per cell. Optimization of the overall throughput in this regime, by choosing the optimum

Q, is also considered. The rationale behind such optimization is the tradeoff between the (fixed

and equal) rate to be employed by each individual user, and the FUU. As shown in Section 3, the

above tradeoff does not lead to trivial results for the optimum Q.

Focusing again on single cell-site processing, four multiuser detection strategies are considered,

equivalent (under the strongest-users decoding scheme) to those considered for the preceding

spectral efficiency analysis. In fact, the two linear receivers, the matched-filter, and the linear

MMSE receiver, remain unchanged, and the difference in system performance as compared to

the spectral efficiency simply emanates from the fact that part of the intra-cell users cannot be

decoded reliably. The equivalent SCO and SCPO receivers are defined in the context of the

strongest-users decoding scheme in the following way. The SCO receiver “optimally” decodes the

transmissions of the maximum decodable subset of intra-cell users, while taking into account the

structure of the multiuser interference generated by all remaining undecodable intra-cell users

(assuming their signatures are known at the receiver). However, out-of-cell interference is treated

as AWGN. The SCPO receiver is in principle similar to the SCO receiver, but takes in into

account the structure of all undecodable multiuser interference (both intra-cell and out-of-cell),

assuming all signatures are known at the receiver (as perviously assumed for the spectral efficiency

analysis). The above four detection strategies are analyzed and compared in terms of their outage

constrained capacities, analytically derived as functions of the FUU per cell. The results are

also compared to the corresponding spectral efficiencies of the receivers, and the performance
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Figure 1: Linear cell-array model.

degradation due the use of the strongest-users decoding scheme is demonstrated and discussed.

The outage constrained capacity of the two linear receivers is derived following [17]. The expression

for the outage constrained capacity of the SCO or SCPO receivers has been derived in [49] for

the single-cell setup, which is equivalent to setting α = 0 (please note that both receivers are

equivalent in this case), and the result is extended in this paper to account for the presence of

undecodable out-of-cell interference. For purposes of the analysis, it is assumed that the system

designer may in general modify the target FUU per cell as a function of the signal-to-noise ratio

(SNR), or Eb

N0
, in order to optimize the outage constrained capacity. It is noted however that in

some scenarios, practical considerations such as the receiver’s complexity, or its available resources

(translating to a maximum number of simultaneously decodable users), may restrict the minimum

FUU. System performance can be further optimized by modifying the cell load β (as shown in

[2], [17], [21] and [34]). Analogous results for a single-cell setup when no random spreading is

employed are presented in [48], considering the matched-filter equivalent receiver, that treats all

interference as additive noise, the SCO/SCPO equivalent receiver, and a receiver that performs

successive interference cancellation, using the matched-filter equivalent receiver at each stage of

the cancellation process. See also [50] for a related work in the framework of the single-user

multiple-input multiple-output (MIMO) channel.

The structure of the rest of this paper is as follows. Section 2 presents the spectral efficiency

analysis of the four multiuser detection strategies in concern. Section 3 includes the system

performance analysis under the strongest-users decoding scheme. Finally, Section 4 ends the

paper with a summary and some concluding remarks. The notation (·)
mf
, (·)

sco
, (·)

ms
, and (·)

scpo

is used throughout to designate entries related to the matched-filter receiver, the SCO receiver,

the linear MMSE receiver, and the SCPO receiver, respectively.

2 Spectral Efficiency Analysis

2.1 Multi-Cell System Model

Following [38] and [41], the uplink of a fully synchronous multi-cell DS-CDMA system is considered,

whose cells are ordered in an infinite linear array, as depicted in Fig. 1. All cells are assumed

completely identical from all aspects, and are therefore equivalent for the sake of analysis. Using

the standard discrete time equivalent channel representation, the signal vector received at an
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arbitrary cell site, at the discrete time related to the transmission of the ith symbol, is given by

yi = SiHixi + αS−i H−i x−i + αS+
i H+

i x+
i + ni . (2-1)

The vector xi = [x1,i, . . . , xK,i]
T

in (2-1) comprises the K code symbols transmitted by intra-

cell users at the ith discrete time. The vectors x±i =
[
x±1,i, . . . , x

±
K,i

]T
denote the vectors of

code symbols originated from users operating in adjacent cells. These symbols are assumed to

be i.i.d., proper complex Gaussian random variables (which conforms with the capacity achieving

statistics), with E{xk,j} = 0 and E{|xk,j |
2
} = P̄ ∀ k, j, where P̄ is the equal transmit power of all

users. This model is justified by assuming that the codebooks of all users are chosen randomly,

governed by an underlying i.i.d. Gaussian distribution per symbol, and independently for each

message transmission (see [41]).

The matrices Si and S±i are N ×K matrices, whose columns are the N -chip long spreading

sequences (signatures) of the K users in the considered cell and in its adjacent cells, respectively.

The entries of the above matrices are treated as i.i.d. zero mean random variables, with variance

1/N . The vector ni represents a zero mean white proper complex additive Gaussian noise vector,

with E{nin
†
i} = I, ∀i. Without loss of generality all received powers are thus normalized with

respect to the noise spectral level, and represent in fact the signal to noise ratios (SNRs) at the

input to the multiuser receivers.

Finally, H i , diag
(
h1,i,. . . , hK,i

)
and H±i , diag

(
h±1,i, . . . , h

±
K,i

)
, where {hk,i}

K
k=1 and

{
h±k,i

}K
k=1

designate the assumed i.i.d. zero-mean channel fading gains associated with the signals

of the different users at the ith discrete time. In this setup, as the system size becomes large

(N,K → ∞, K
N → β < ∞), the empirical distribution of the channel fading (power) levels,

ν
(±)
k,i ,

∣∣∣h(±)k,i

∣∣∣
2

, converges almost surely (a.s.) to a distribution Fν . The fading levels are assumed

throughout to be normalized so that EFν {ν} = 1. It is noted that the analysis to follow applies

for a general fading distribution, however Rayleigh fading is assumed whenever explicit results are

obtained. Some restrictions on the fading distribution shall be introduced for the analysis of the

strongest-users decoding scheme, as stated in Section 3.

2.2 Spectral Efficiency of the Multiuser Receivers

The spectral efficiency of a linear receiver is conveniently expressed in terms of its multiuser

efficiency (see [51]), defined as the ratio between the receiver’s output signal-to-interference-plus-

noise ratio (SINR) and the SNR (note that the multiuser efficiency may depend, as is the case

with the linear MMSE receiver, on the presence of fading, see [17] and equation (2-22)). Denoting

the multiuser efficiency by η, and following central limit results showing that the interference

at the output of each of the two linear receivers, i.e., the matched-filter receiver and the linear

MMSE receiver, is well approximated by a Gaussian noise (see [2], [21] and references therein for
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justification of this Gaussian approximation), the spectral efficiency of these receivers is given by1

C̃ = βEFν
{
log
(
1 + νηP̄

)}
=

Rayleigh

β e
1
P̄ηE1

(
1

P̄ η

)
log e , (2-2)

where EFν denotes the expectation with respect to Fν , and E1(x) ,
∫∞
x

e−t

t dt (t > 0), is the

exponential integral function. The spectral efficiency of the two non-linear receivers, i.e., the SCO

receiver and the SCPO receiver, is most conveniently determined using inter-relations between the

spectral efficiency of the optimum multiuser receiver and that of the linear MMSE receiver, as

described below.

The spectral efficiency of the four multiuser receivers is analyzed in the following subsections.

It is noted that when different systems are to be compared (with possibly different spreading gains

and data rates), it is useful to express the spectral efficiency in terms of Eb

N0
, following the relation

P̄ = 1
β C̃

Eb

N0
(see [17]). However, for simplicity of notation, equations are expressed here in terms of

the transmit power (which is in fact the SNR, following the normalization with respect to the noise

spectral level). The spectral efficiency is also analyzed in terms of its extreme-SNR characteristics

1The logarithms in all expressions are of arbitrary basis, however all numerical results in this paper correspond
to base-2 logarithms.
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[17] [52] [53], recognized in recent years as a key tool for comparing the performance of different

systems in different settings. The low-SNR regime is characterized through the minimum Eb/N0

that enables reliable communications,

Eb
N0 min

,
loge 2
˙̃C(0)

, (2-3)

and the low-SNR spectral efficiency slope

S0 ,
2
[
˙̃C(0)

]2

− ¨̃C(0)
, (2-4)

yielding the following low-SNR approximation

C

(
Eb
N0

)
≈

S0
3|dB

(
Eb
N0

∣∣∣∣
dB

−
Eb
N0 min

∣∣∣∣
dB

)
. (2-5)

In the above definitions 3|dB = 10 log10 2, and
˙̃C(0) and ¨̃C(0) are the first and second derivatives

(whenever exist) of the spectral efficiency with respect to P̄ , respectively, evaluated in nats/sec/Hz

at P̄ = 0. The high-SNR regime is characterized through the high-SNR slope (or “pre-log”)

S∞ , lim
P̄→∞

P̄ ˙̃C(P̄ ) , (2-6)

with ˙̃C(P̄ ) evaluated in nats/sec/Hz, and the high-SNR power offset

L∞ , lim
P̄→∞

(
log2 P̄ −

C̃(P̄ )

S∞

)
, (2-7)

with C̃(P̄ ) evaluated in bits/sec/Hz, yielding the following affine capacity approximation

C̃(P̄ ) ≈
P̄À1

S∞
3|dB

(
P̄ |dB − 3|dBL∞

)
. (2-8)

For all multiuser receivers considered here it can easily be shown that the minimum transmit
Eb

N0
that enables reliable communications satisfies Eb

N0min
= ln 2 ≈ −1.59dB. In the rest of the

analysis the focus is on the low- and high-SNR slopes of the different receivers. For simplicity

of notation the slopes are derived while restricting the analysis to fading distribution satisfying

PrFν (ν > 0) = 1 (that is, it is assumed that the fading distribution has no mass-point at zero).

The results can however be straightforwardly extended to general fading distributions as in [17].

As said, Rayleigh fading channels were assumed throughout in order to produce numerical

results, and the interference factor α was set to 1
2 , to mimic the case in which the average inter-

cell interference power equals one half of the average power of intra-cell transmissions (2α2 = 1
2 ).

This figure is in agreement with early reports on IS-95 systems. The spectral efficiencies of all

four multiuser receivers, optimized with respect to the cell load β, are plotted in Fig. 2.
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2.2.1 The Matched-Filter Receiver

Proposition 2.1 The asymptotic spectral efficiency of the matched-filter receiver equals

C̃mf = βEFν

{
log

(
1 +

P̄ ν

1 + β (1 + 2α2) P̄

)}

=
Rayleigh

β e[
1
P̄
+β(1+2α2)]E1

[
1

P̄
+ β(1 + 2α2)

]
log e .

(2-9)

The low-SNR slope of the matched filter receiver is given by

S0mf =
2β

2β(1 + 2α2) + κν
, (2-10)

where κν is the kurtosis
2 of the fading distribution.

Proof : The derivation of the spectral efficiency of the matched-filter receiver in the multi-cell

setting is based on the following Lemma on the convergence of the multiuser efficiency of the

matched-filter receiver in a single-cell system.

Lemma 2.2 (Tse-Hanly [3]) Let the empirical distribution of the received powers of all users

converge a.s. as K,N →∞, KN → β <∞, to some non-random limit H(P ). Then, the multiuser

efficiency of the matched-filter receiver converges in probability to a non-random limit ηmf, equal

for all users, given by

ηmf =
1

1 + βEH {P}
, (2-11)

where EH {·} represents expectation with respect to H(P ).

Turning to the particular multi-cell model considered here, the matched-filter receiver effectively

operates in an equivalent single-cell system of 3K users, one third of which (the intra-cell users) are

received at powers
{
νkP̄

}
, k = 1, . . . ,K, while the remaining two thirds (the adjacent-cell users)

are received at powers
{
α2νkP̄

}
, k = K + 1, . . . , 3K. Applying Lemma 2.2 to this equivalent

single-cell setting, it is easy to see that the multiuser efficiency of the matched-filter receiver in

the multi-cell model converges in probability to

ηmf =
1

1 + β (1 + 2α2) P̄
. (2-12)

Equation (2-9) then follows immediately from (2-2). Finally, the low-SNR slope is straightfor-

wardly obtained by applying (2-4). The explicit dependency of the low-SNR slope in the kurtosis

is observed by performing the derivation while expressing the spectral efficiency in terms of the

received SNR P̄rec , EFν {ν} P̄ (see a discussion in this respect in App. A).

By examining (2-9), it is clear that the spectral efficiency of the matched-filter receiver mono-

tonically increases with the cell load β. The optimum choice is therefore to increase β without

2The kurtosis [17] of the fading distribution Fν is defined as κν = EFν
{
ν2
}
/ (EFν {ν})

2.
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bound and the spectral efficiency at the limit of β →∞ admits the following expression

lim
β→∞

C̃mf =
1

1 + 2α2

[
log e−

(
Eb
N0

)−1]
. (2-13)

The matched-filter receiver is obviously interference limited and its spectral efficiency reaches a

limit of log e
1+2α2 as Eb

N0
→ ∞. The presence of out-of-cell interference induces a penalty factor of

1
1+2α2 , as compared to the corresponding spectral efficiency in the single-cell setup. The effect of

out-of-cell interference is also evident in the low-SNR slope (2-10) (through the (1 + 2α2) factor

in the denominator, cf. [17]). It can also be observed that taking β → ∞ completely eliminates

the effect of fading, and the spectral efficiency of the receiver coincides with that attained in

non-fading channels [21]. This result holds regardless of the fading distribution. Furthermore,

taking β → ∞ also eliminates the penalty due to the use of random spreading. The latter effect

is observed by comparison to the spectral efficiency of a receiver equivalent to the matched-filter

receiver (in the sense of treating all other-users interference as an AWGN), when no spreading is

employed and all bandwidth is available for coding [41]. It is noted that the effect of fading in the

latter setting is also eliminated in the infinite number of users regime. The spectral efficiency of

the matched filter receiver at the limit as β →∞ is plotted in Fig. 2.

2.2.2 The SCO Receiver

Proposition 2.3 The asymptotic spectral efficiency of the SCO receiver equals

C̃sco = βEFν
{
log
[
1 + P̄eqνη

s-c

ms

]}
+ log

1

ηs-c
ms

+ (ηs-c

ms
− 1) log e

=
Rayleigh

β e
1

P̄eqη
s-c
ms E1

(
1

P̄eqηs-c
ms

)
log e+ log

1

ηs-c
ms

+ (ηs-c

ms
− 1) log e ,

(2-14)

with ηs-c

ms
being the unique positive solution of

1 = ηs-c

ms
+ βEFν

{
P̄eqνη

s-c

ms

1 + P̄eqνηs-c
ms

}

=
Rayleigh

ηs-c

ms
+ β

[
1−

1

P̄eqηs-c
ms

e
1

P̄eqη
s-c
ms E1

(
1

P̄eqηs-c
ms

)]
,

(2-15)

and

P̄eq ,
P̄

1 + 2βα2P̄
. (2-16)

The low-SNR slope of the SCO receiver is given by

S0sco =
2β

β(1 + 4α2) + κν
. (2-17)

Proof : In order to derive the spectral efficiency of the SCO receiver, the following observation

[21] is applied. By definition, the SCO receiver treats adjacent-cell interference as an additive white

Gaussian noise, which implies that joint nearest neighbor decoding is employed in the processing
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of intra-cell transmissions. However the additive interference originating from adjacent-cell users

is in fact not an additive white Gaussian noise, which puts the setup in the framework of the

mismatched decoding problem, as analyzed in [54] and [55]. According to [54] and [55], adding a

mild restriction that the additive adjacent cell interference is ergodic of second moment, and under

the assumption, adhered to in this analysis, that all codebooks are Gaussian, the spectral efficiency

of the receiver depends on the actual noise plus interference distribution only via its power, and

thus coincides with the spectral efficiency in a white Gaussian noise channel with signal and noise

powers equal to those of the original channel. Following this result, it may be concluded that in

terms of spectral efficiency the SCO receiver is equivalent to an optimum receiver in a single-cell

system, where the additive white Gaussian background noise process has spectral level given by

1 + 2βα2P̄ . Accordingly, P̄eq of (2-16) represents the effective “single-cell” SNR for the SCO

receiver in the multi-cell setting. The spectral efficiency of the optimum receiver in the single-cell

setting has been derived in [17], and the result is reviewed in the following Lemma.

Lemma 2.4 (Shamai-Verdú, [17] Theorem IV.1) Let the empirical distribution of the re-

ceived powers of all users converge a.s. as K,N → ∞, K
N → β < ∞, to some non-random

limit H(P ). Then, the spectral efficiency of the optimum multiuser receiver is given by

C̃sco = C̃s-c

ms
+ log

1

ηs-c
ms

+ (ηs-c

ms
− 1) log e , (2-18)

where ηs-c

ms
is the limiting multiuser efficiency of the corresponding linear MMSE receiver, as given

by Lemma 2.6 (Eq. (2-25)), and

C̃s-c

ms
= βEH {log(1 + ηs-c

ms
P )} (2-19)

is the spectral efficiency of this receiver.

The above relation between the spectral efficiency of the optimum receiver and that of the linear

MMSE receiver in a single-cell setting, was found to hold also for binary coded symbols (as

opposed to the Gaussian symbols assumed here) via the replica method of statistical physics [30]

(see also [56] for the fundamental relation between mutual information and MMSE in Gaussian

channels). Using the observation described at the beginning of the proof, the proposition follows

straightforwardly by substituting P̄eq of (2-16), instead of P̄ , into (2-25), (2-18) and (2-19). The

low-SNR slope of (2-17) is derived by applying (2-4) to (2-14).

In short, what Proposition 2.3 basically states is that the spectral efficiency of the SCO receiver

in the multi-cell setting equals the spectral efficiency of the optimum multiuser receiver in a single-

cell setting, but with the SNR replaced by the “effective” SNR of (2-16). As shown in [17], the

spectral efficiency of the optimum receiver in the single-cell setting is maximized by taking β →∞.

Therefore this result must also hold for the SCO receiver in the current multi-cell model as well

(for the low-SNR regime this property is clearly observed by examining the low-SNR slope (2-17)).

11



Taking β →∞, the spectral efficiency of the SCO receiver admits the following limiting expression

lim
β→∞

C̃sco = log

(
1 +

βP̄

1 + 2α2βP̄

)
= log

(
1 +

C̃sco
Eb

N0

1 + 2α2C̃sco
Eb

N0

)
. (2-20)

Considering the low-SNR regime at the limit of β → ∞, it is observed that the low-SNR slope

goes to the limit of 2
1+4α2 , exhibiting a penalty factor of 1

1+2α2 due to the presence of inter-cell-

interference. For the particular case of α = 1
2 the slope is reduced by a factor of 1

2 , as compared

to the corresponding result in the single-cell setting. Also, in obvious contrast to the single-

cell setting, the introduction of inter-cell interference, and the fact that the receiver treats this

interference as AWGN, turn the receiver interference limited, and the spectral efficiency reaches a

limit of log
(
1 + 1

2α2

)
as Eb

N0
→∞ (for any fixed strictly positive α). As observed for the matched-

filter receiver, increasing the cell load β without bound completely eliminates both the effect of

fading (also shown for the single-cell setting in [17]), and the penalty due to the use of random

spreading. This can be seen by comparing (2-20) to the corresponding results in the no-fading

regime [21], and when no spreading is employed [41], respectively. The limiting spectral efficiency

of the SCO receiver as β →∞ is plotted in Fig. 2.

2.2.3 The Linear MMSE receiver

Proposition 2.5 The asymptotic spectral efficiency of the linear MMSE receiver equals

C̃ms = βEFν
{
log
(
1 + νηmsP̄

)}

=
Rayleigh

β e
1

P̄ηms E1

(
1

P̄ ηms

)
log e ,

(2-21)

where ηms is the unique positive solution to the following implicit equation

1 = ηms + βEFν

{
P̄ νηms

1 + P̄ νηms

+
2α2P̄ νηms

1 + α2P̄ νηms

}

=
Rayleigh

ηms + β

[
3−

1

P̄ ηms

e
1

P̄ηms E1

(
1

P̄ ηms

)
−

2

α2P̄ ηms

e
1

α2P̄ηms E1

(
1

α2P̄ ηms

)]
.

(2-22)

The low-SNR and high-SNR slopes of the linear MMSE receiver are given, respectively, by

S0ms =
2β

2β(1 + 2α2) + κν
, (2-23)

and (assuming PrFν (ν > 0) = 1)

S∞ms =





β β < 1
3 ,

1
6 β = 1

3 ,

0 β > 1
3 .

(2-24)

Proof : In order to prove the proposition we use again a result from [3], as it is formulated in

[17], that applies to single-cell systems and flat fading channels.
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Lemma 2.6 (Tse-Hanly [3]) Let the empirical distribution of the received powers of all users

converge a.s. as K,N →∞, KN → β <∞, to some non-random limit H(P ). Then, the multiuser

efficiency of the linear MMSE receiver converges a.s. to a non-random limit ηms, equal for all users,

given by the unique positive solution to the implicit equation

ηms + βEH

{[
ηmsP

1 + ηmsP

]}
= 1 , (2-25)

where EH {·} represents expectation with respect to H(P ).

Using the single-cell 3K-user system interpretation as in the proof of Proposition 2.1, it is straight-

forward to see that the multiuser efficiency of the linear MMSE receiver in the multi-cell setting is

given by the unique positive solution to (2-22). The spectral efficiency of the receiver is then eval-

uated by substituting the result into (2-2). The extreme-SNR slopes are derived by applying (2-4)

and (2-6) to (2-21), while extending Properties 3 to 6 of [17] to the multi-cell setting considered

here.

In contrast to the matched-filter and the SCO receivers, the linear MMSE receiver is not

interference limited, provided that the cell load β is appropriately chosen (see (2-24)). Analysis of

the result of Proposition 2.5 shows that for low Eb

N0
, see (2-23), it is optimum to increase the cell

load β without bound. In such case, the spectral efficiencies of the linear MMSE receiver coincides

with that of the matched-filter receiver. In fact, this equivalence holds for β →∞ regardless of Eb

N0
,

and in the wideband (low-SNR) limit for any β (note that the low-SNR slopes for both receivers

are exactly the same). However, beyond some critical Eb

N0
the optimum choice for the cell load β

starts to decrease from infinity, eventually becoming lower than 1
3 in the high Eb

N0
region (as can be

deduced from (2-24)), and the spectral efficiency of the receiver grows without bound with Eb

N0
. In

fact, the the high-SNR slope of the receiver (2-24) indicates that the linear MMSE receiver becomes

interference limited if the cell load β is set to values higher than 1
3 . This threshold value emanates

from the fact that the receiver processes the signals of 3K users (K intra-cell users, and 2K users

in the two adjacent cells), and it is in agreement with the threshold value of unity observed in the

single-cell analysis of [17] (see also [21]). It is interesting to note in this respect that unlike the

low-SNR slope (2-23), assuming the fading distribution has no mass-point at zero, the high-SNR

slope of the linear MMSE receiver (2-24) is independent of neither the fading distribution, nor the

inter-cell interference factor α (provided it is strictly positive), and the degradation with respect

to the single-cell setting is only due to the fact the the receiver “sees” the signals of 3K users

(instead of K).

The critical Eb

N0
beyond which the optimum cell load takes on finite values can be analytically

expressed, and the result is summarized in the following proposition.

Proposition 2.7 Suppose that EFν
{
ν2
}
<∞. Then, for the linear MMSE receiver, the optimum

value in terms of the spectral efficiency of the cell load β is finite if and only if

Eb
N0

>
Eb
N0 cr

,
2(1 + 2α4)

1− 2α2 + 4α4
ln 2. (2-26)
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Figure 3: The effect of fading on the spectral efficiency of the linear MMSE receiver for α = 1
2 :

Optimum β.

Proof : See Appendix A.

As can be observed, as long as EFν
{
ν2
}
< ∞, the value of Eb

N0 cr
is independent of the fading

distribution, and the result holds in particular for the non-fading regime [21]. For α = 1
2 , one gets

Eb

N0 cr
= 3 ln 2 ≈ 3.18dB.

The spectral efficiency of the linear MMSE receiver with the optimum choice of cell load β is

plotted both in Figs. 2 and 3. The sort of “knee effect” observed in the spectral efficiency curve of

the receiver designates the region in which the optimum choice for the cell load starts to decrease

from infinity (and the linear MMSE receiver starts to outperform the matched-filter receiver, as

observed in Fig. 2). Comparing the spectral efficiency results to those of the SCO receiver, it is also

observed that beyond some critical Eb

N0
, the relatively simpler linear MMSE receiver, is preferable

over the interference limited SCO receiver, that employs non-linear processing of the intra-cell

users’ transmissions. The above result emanates from the fact the linear MMSE receiver is more

informed regarding adjacent-cell interference, while the SCO receiver treats inter-cell interference

as AWGN.

In order to examine the impact of fading on the spectral efficiency of the linear MMSE receiver,

the optimized spectral efficiency obtained in the non-fading regime was also included in Fig. 3.
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Figure 4: The effect of fading on the spectral efficiency of the linear MMSE receiver for α = 1
2 :

Fixed β.

As can be observed, the introduction of fading induces a clear degradation in system performance

beyond Eb

N0 cr
, below which taking β → ∞ is optimum, the effect of fading (and spreading) is

completely eliminated, and the results coincide with those obtained for the matched-filter receiver.

It is noted however that for a fixed cell load β > 1
3 , fading becomes, in fact, beneficial in terms of

spectral efficiency beyond some critical (β depended) Eb

N0
, and the spectral efficiency with fading

surpasses that of non-fading channels. The result is explained by the “interference population

control” effect of fading, effectively reducing the cell load as seen by the receiver (see an elaboration

on this phenomena in [17]). This behavior is demonstrated for Rayleigh fading in Fig. 4, where

the spectral efficiency of the linear MMSE receiver is plotted taking β = 0.2 < 1
3 , for which

the spectral efficiency without fading always surpasses the spectral efficiency in Rayleigh fading

channels, and taking β = 0.5 > 1
3 , for which Rayleigh fading becomes beneficial beyond some

critical Eb

N0
.
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2.2.4 The SCPO Receiver

Proposition 2.8 The asymptotic spectral efficiency of the SCPO receiver equals

C̃scpo = βEFν
{
log
(
1 + P̄ νηC

)}
+ 2βEFν

{
log
(
1 + α2P̄ νηC

)}
+ log

1

ηC

+ (ηC − 1) log e

−

[
2βEFν

{
log
(
1 + α2P̄ νηS

)}
+ log

1

ηS

+ (ηS − 1) log e

]

=
Rayleigh

β log e

[
e

1
P̄ηC E1

(
1

P̄ ηC

)
+ 2e

1

α2P̄ηC E1

(
1

α2P̄ ηC

)
− 2e

1

α2P̄ηS E1

(
1

α2P̄ ηS

)]

+ log
ηS

ηC

+ (ηC − ηS) log e ,

(2-27)

where ηC and ηS are the respective unique positive solutions of the following two implicit equations:

1 = ηC + βEFν

{
P̄ νηC

1 + P̄ νηC

}
+ 2βEFν

{
α2P̄ νηC

1 + α2P̄ νηC

}

=
Rayleigh

ηC + β

[
3−

1

P̄ ηC

e
1

P̄ηC E1

(
1

P̄ ηC

)
−

2

α2P̄ ηC

e
1

α2P̄ηC E1

(
1

α2P̄ ηC

)]
,

(2-28)

and

1 = ηS + 2βEFν

{
α2P̄ νηS

1 + α2P̄ νηS

}

=
Rayleigh

ηS + 2β

[
1−

1

α2P̄ ηS

e
1

α2P̄ηS E1

(
1

α2P̄ ηS

)]
.

(2-29)

The low-SNR and high-SNR slopes of the SCPO receiver are given, respectively, by

S0scpo =
2β

β(1 + 4α2) + κν
, (2-30)

and (assuming PrFν (ν > 0) = 1)

S∞scpo =





β β ≤ 1
3 ,

1− 2β 1
3 < β ≤ 1

2 ,

0 β > 1
2 .

(2-31)

Proof : The SCPO receiver is defined as the receiver that optimally decodes the transmissions

of intra-cell users, while fully taking into account the structure of the interference generated by

out-of-cell users (assuming the receiver is unaware of the codebooks employed by these users).

Hence, the asymptotic spectral efficiency of the SCPO receiver is equal to the limiting normalized

mutual information between the channel input due to intra-cell users only, and the channel output,

i.e.,

C̃scpo = lim
N,K→∞,K

N
→β<∞

1

N
I (x ; y) , (2-32)

with x and y defined as in (2-1). Using Kolmogorov’s identity, the above mutual information can
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be expressed as

I (x ; y) = I
(
x,x−,x+ ; y

)
− I

(
x−,x+ ; y |x

)
, (2-33)

and defining

C̃C = lim
N,K→∞,K

N
→β<∞

1

N
I
(
x,x−,x+ ; y

)

C̃S = lim
N,K→∞,K

N
→β<∞

1

N
I
(
x−,x+ ; y |x

) (2-34)

this yields

C̃scpo = C̃C − C̃S . (2-35)

But C̃C is actually the asymptotic spectral efficiency of the optimum receiver in the 3K-users

single-cell interpretation, as described in the proof of Proposition 2.1. Similarly, it follows that

C̃S equals the asymptotic spectral efficiency of the optimum receiver in a single-cell setting with

2K users, all received with powers
{
α2νP̄

}
. Both C̃C and C̃S can be obtained using Lemma 2.4,

and it is straightforward to show that (2-28) and (2-29) define the two multiuser efficiencies of the

corresponding linear MMSE receivers (as defined in Lemma 2.4), for the respective 3K-users and

2K-users single-cell settings, as described above. The proof of (2-27) is completed by substituting

the two spectral efficiency results into (2-35). The extreme-SNR slopes of (2-30) and (2-31) can be

straightforwardly derived in a similar manner to the previous receivers. However, a much simpler

derivation of (2-31) can be obtained by noticing, following [57] (see also [34]), that the high-SNR

slopes of C̃C and C̃S of (2-34) are given, respectively, by min(3β, 1) and min(2β, 1). The difference

between the two slopes immediately yields (2-31).

It is worth noting at this point that the spectral efficiency of the SCPO receiver can also be

attained by a receiver that employs an MMSE based successive interference cancellation (MMSE-

SC) to decode transmissions of intra-cell users, while inter-cell interference is mitigated by means

of a linear MMSE filter [21], [42]. That is, starting from the first intra-cell user, the MMSE-SC

receiver uses linear MMSE processing to mitigate the interference generated by 3K−1 users (K−1

intra-cell, and 2K at adjacent cells), as experienced by user 1. After decoding, the signal generated

by user 1 is reconstructed, subtracted from the total received signal, and the result is passed on to

the receiver for the second intra-cell user, now experiencing interference generated by 3K−2 users

(K − 2 intra-cell, and 2K at adjacent cells). The procedure is repeated until the last intra-cell

user (user K), who due to the cancellation process experiences only interference generated by the

2K adjacent-cell users. Since by the underlying assumption the cell-site receiver is unaware of the

codebooks of adjacent-cell users, no decoding and cancellation are performed with respect to the

signals generated by these users. The spectral efficiency equivalence of the MMSE-SC receiver

and the SCPO receiver is evident by noticing the information preserving property of the MMSE

estimator in the Gaussian regime, while emphasizing again the underlying assumption that the

receiver has no knowledge of the codebooks used in the adjacent cells, and that those codebooks

are randomly selected per message (as is indeed assumed in the system model considered, see

Subsection 2.1). By exactly the same arguments used in [58] for the MMSE-SC receiver in a
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single-cell scenario, the sum of rates attained in the present model by the successive cancellation

process, can be shown to correspond to the chain decomposition rule for mutual information, and

the equivalence of the two receivers then follows from (2-35). It is noted, however, that in the case

in which the codebooks of adjacent-cell users are known or chosen once for good, the MMSE-SC

is no longer the optimum receiver, as the problem falls within the difficult framework of joint

multiple-access/interference channels.

The SCPO receiver is also not interference limited, as should have been expected, provided

that the cell load β is appropriately chosen (see (2-31)). In the low-SNR regime, the low-SNR

slope of the SCPO receiver coincides with the slope of the SCO receiver, and it is optimum (as

is in fact the case for all other receivers) to increase the cell load β without bound. In such case,

the spectral efficiency of the SCPO receiver coincides with that of the SCO receiver (again this

equivalence holds for β → ∞ regardless of Eb

N0
). However, beyond some critical Eb

N0
the optimum

cell load starts to decrease from infinity, eventually becoming lower than 1
3 , and the spectral

efficiency the SCPO receiver grows without bound with Eb

N0
. As observed from (2-31), the high-

SNR slope attains its maximum value of 1
3 for β = 1

3 , and the receiver becomes interference limited

for β ≥ 1
2 . Also, as noted with respect to the linear MMSE receiver, the high-SNR slope of the

SCPO receiver is independent of neither the fading distribution (assuming no mass-point as zero)

nor of the out-of-cell interference factor α.

The spectral efficiency of the SCPO receiver obtained for the optimum choice of cell load β is

plotted both in Figs. 2 and 5. As observed for the linear MMSE receiver, the region in which the

optimum choice for β starts to decrease from infinity (and the SCPO receiver starts to outperform

the SCO receiver, as observed in Fig. 2) induces a “knee effect” in the spectral efficiency curve.

Referring to Fig. 5, and comparing the spectral efficiency to that obtained in the non-fading

regime, while optimizing performance with respect to β, it is observed again that fading degrades

system performance beyond the critical Eb

N0
above which finite cell loads are optimum. Below this

critical Eb

N0
, i.e., for β → ∞, the effect of fading (and in fact also of random spreading [21]) is

completely eliminated and the spectral efficiency curves of both regimes coincide. As observed

for the linear MMSE receiver, fading may become beneficial for a fixed cell load β > 1
3 , beyond

some critical Eb

N0
, due to its population control effect. One can obtain similar results in this case

to those presented in Fig. 4 for the linear MMSE receiver.

To complete the discussion (in view of [21]), the spectral efficiency of what is referred to in [41]

as the adjacent-cell decoder (ACD) was also considered. This receiver, with no spreading employed,

also knows the codebooks of users in adjacent cells, and either decodes their transmissions, or

treats them as additive Gaussian noise, whichever is preferable in terms of spectral efficiency. The

spectral efficiency of this receiver is given by (note that without spreading K = β)

C̃n.s.

ACD = max

[
log

(
1 +

KP̄

1 + 2α2KP̄

)
,min

(
1

3
log
(
1 + (1 + 2α2)KP̄

)
,
1

2
log
(
1 + 2α2KP̄

))]
,

(2-36)

and the corresponding numerical results are provided in Fig. 5. As can be seen, for low Eb

N0
it

is preferable not to decode adjacent-cell transmissions, and the spectral efficiency of this receiver
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Figure 5: Optimized spectral efficiency of the SCPO receiver and the ACD for α = 1
2 .

coincides with that of the SCPO receiver (and also the SCO receiver), for the optimum choice of

β which is β → ∞. However beyond some critical Eb

N0
, where decoding is preferable, the curves

depart and the spectral efficiency of the ACD grows quite rapidly with Eb

N0
as compared to that of

the SCPO receiver. It should be noted in this respect that the high-SNR slope of the ACD equals
1
3 , which upper bounds the corresponding high-SNR slope of the SCPO receiver for any choice of

β (see (2-31)).

3 Analysis of the Strongest-Users Decoding Scheme

Following the investigation of the ultimate performance of the four multiuser detection strategies,

the performance under the strongest-users decoding scheme described in Section 1 is analyzed

next. In general, the same system model defined for the analysis of the ultimate performance

applies for the current analysis as well. However two restrictions are introduced. First, it is now

assumed that the fading channel changes slowly, and therefore the matrices of channel fading-gains

H(±) are assumed to be constant for the whole codeword duration. Hence, the resulting signal
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vector received at some arbitrary cell-site, at the ith discrete time, is given by

yi = SiHxi + αS−i H−x−i + αS+
i H+x+

i + ni , (3-1)

which is the same as (2-1), except for the fact that the time index attributed to the matrices H (±)

has been removed. A second restriction is posed on the fading distribution, by assuming that its

density ∂Fν(ν)
∂ν exists, and is continuous on its supports [48]. Apart from the above restrictions

the notation and all assumptions as detailed in Subsection 2.1 apply verbatim. Again, Rayleigh

fading is assumed whenever explicit results are obtained, and an interference factor of α = 1
2 is

used to produce numerical results.

Starting with the linear receivers, their outage constrained capacity, for a given FUU, is again

expressed in terms of their multiuser efficiency, as is the case with the spectral efficiency. The

derivation of the outage constrained capacity of the SCO and SCPO receiver is more involved (see

Propositions 3.6 and 3.7 below), and the details are presented in Subsection 3.3. The reader is also

referred to Appendix B for a short summary of some basic order statistics results that are used in

the derivations. When a linear processing strategy is employed, the kth strongest intra-cell user

is decodable, if the (equal) transmission rate per user (bits/sec/Hz) satisfies:

R̃ ≤
1

N
log
(
1 + νikηP̄

)
, (3-2)

where ik denotes the index of the kth strongest intra-cell user at the receiver (i.e., νi1 ≥ νi2 ≥ · · · ≥

νiK ), and η is the multiuser efficiency of the receiver (as before). Hence, the outage constrained

capacity for a given FUU of Q equals3 (recall that J denotes the number of reliably decoded users

per cell)

R̃T (Q) = lim
K,N,J→∞,

K
N
→β, J

K
→1−Q

1

N
J log

(
1 + νiJηP̄

)

= β(1−Q) log
(
1 + F−1ν (Q)ηP̄

)
=

Rayleigh

β(1−Q) log
(
1− ln(1−Q)ηP̄

)
.

(3-3)

As in the spectral efficiency analysis of Section 2, different multiuser receiver strategies are

compared while investigating the outage constrained capacity as a function of the system average

received Eb

N0
. However, for simplicity of natation the results are presented again in terms of the

SNR, through the relation

P̄ =
1

β
R̃T

Eb
N0

. (3-4)

With the above relation in mind, focusing on the low-SNR regime, the following important property

of the strongest-users decoding scheme is derived.

Proposition 3.1 The minimum system average received Eb

N0
that enables reliable communications

3For Rayleigh fading Fν(y) = 1− e−y , F−1
ν (x) = − ln(1− x), and dFν(y) = e−y dy.
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under the strongest-users decoding scheme, for a given FUU of Q, equals

Eb
N0 min

=
ln 2

(1−Q)F−1ν (Q)
=

Rayleigh

−
ln 2

(1−Q) ln(1−Q)
. (3-5)

Proof : See Appendix E.

Proposition 3.1 indicates that the strongest-users decoding scheme induces a penalty in the

minimum received Eb

N0
that enables reliable communications. Comparing (3-5) to Eb

N0 min
= ln 2 ≈

−1.59dB, the corresponding value when all users are decoded [17], the penalty is observed to be

by a factor of
[
(1−Q)F−1ν (Q)

]−1
. This penalty is explained by the power “wasted” when users

fail to be decoded. Focusing on Rayleigh fading, and further minimizing (3-5) with respect to Q,

it follows that Eb

N0 min
= e ln 2 ≈ 2.75dB, exhibiting a severe penalty of 10 log10 e ≈ 4.34dB. This

minimum value is achieved for Q? = 1 − 1/e, being hence the optimum FUU in the low-SNR

regime, for Rayleigh fading channels.

It is also interesting to note that the same degradation has been identified in the broadcast

strategy of communicating over (slowly) fading channels with no rate feedback to the transmitter

[59] (see also [50]). According to the latter strategy, the transmitter views the fading channel as a

degraded Gaussian broadcast channel with a continuum of receivers, each experiencing a different

signal to noise ratio according to the possible values of the fade level (assumed continuous as well).

The transmitter is then envisaged as transmitting in parallel infinitely many information streams,

with rates corresponding to the possible fade levels. Each of the above streams can be reliably

decoded by receivers corresponding to equal, or lower, fade levels. The analogy to the setting

considered in this report is straightforwardly observed.

Comparative outage constrained capacity results in Rayleigh fading channels, for the four

multiuser receivers, are presented in Fig. 6. The results are discussed in the following subsections.

The outage constrained capacities of all receivers were evaluated for the (numerically obtained

unless otherwise stated) optimum values of both the cell load β and Q (and for α = 1
2 ). Both

optimum parameters are in general functions of Eb

N0
. For the sake of comparison, the spectral

efficiencies of the four receivers are also included in Fig. 6 (designated by the dotted curves). Fig.

7 shows the corresponding optimum FUU as a function of Eb

N0
.

3.1 The Matched-Filter Receiver

Proposition 3.2 The asymptotic outage constrained capacity of the matched-filter receiver for a

target FUU of Q is given by:

R̃T mf(Q) = β(1−Q) log

(
1 + F−1ν (Q)

P̄

1 + β(1 + 2α2)P̄

)

=
Rayleigh

β(1−Q) log

(
1− ln(1−Q)

P̄

1 + β(1 + 2α2)P̄

)
.

(3-6)

Proof : The result is trivially obtained by substituting the expression for the multiuser efficiency

of the matched-filter receiver, as given by (2-12), into (3-3).
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Figure 6: Spectral efficiency and outage constrained capacity for optimum choice of β and FUU,
and for α = 1

2 (Rayleigh fading).

Examining (3-6), it is observed that the outage constrained capacity of the matched-filter

receiver monotonically increases with the cell load β. The limiting outage constrained capacity is

given by

lim
β→∞

R̃Tmf(Q) =
1

1 + 2α2

[
(1−Q)F−1ν (Q) log e−

(
Eb
N0

)−1]

=
Rayleigh

1

1 + 2α2

[
−(1−Q) log(1−Q)−

(
Eb
N0

)−1]
,

(3-7)

which coincides with the corresponding result in the non-spreading regime [48] (using the equiv-

alence of β and K in the latter case), as observed for the spectral efficiency in Subsection 2.2.1.

The optimum FUU for all Eb

N0
values, in Rayleigh fading channels, is hence Q? = 1−1/e for which

lim
β→∞

R̃Tmf(Q)|Q? =
1

1 + 2α2

[
log e

e
−

(
Eb
N0

)−1]
. (3-8)

The interference limited behavior of the receiver is observed again, and the outage constrained

capacity reaches the limit of log e
e(1+2α2) bits/sec/Hz as Eb

N0
→ ∞ (0.3538 bits/sec/Hz for α = 1

2 ).

Recall that the corresponding spectral efficiency of the receiver reaches the limit of log e
1+2α2 (0.9618
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Figure 7: Optimum FUU for α = 1
2 (Rayleigh fading).

bits/sec/Hz for α = 1
2 ), and the strongest-users decoding is thus observed to degrade the limiting

system performance as Eb

N0
→ ∞ by a factor of e ≈ 2.7183. A plot of the outage constrained

capacity of the matched filter receiver for β →∞, Q = Q?, and α = 1
2 is shown in Fig. 6.

3.2 The Linear MMSE receiver

Proposition 3.3 The asymptotic outage constrained capadcity of the linear MMSE receiver equals

R̃T ms(Q) = β(1−Q) log
(
1 + F−1ν (Q)ηmsP̄

)

=
Rayleigh

β(1−Q) log
(
1− ln(1−Q)ηmsP̄

)
,

(3-9)

where ηms is the unique positive solution to the implicit equation (2-22).

Proof : The result is immediately obtained by substituting the multiuser efficiency of the linear

MMSE receiver (given by the unique solution to (2-22)) into (3-3).

As observed while analyzing the spectral efficiency of the receiver (and in contrast to the

matched-filter receiver, and the SCO receiver discussed in the following), the linear MMSE receiver

is not interference limited also in terms of outage constrained capacity, provided that the cell load
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β is appropriately chosen. Analysis of the result of Proposition 3.3 shows a similar behavior

to that observed for the spectral efficiency of the receiver. For low Eb

N0
it is again optimum to

increase the cell load β without bound, and the outage constrained capacity of the linear MMSE

receiver coincides, with that of the matched-filter receiver (an equivalence that holds for β → ∞

regardless of Eb

N0
). However, as observed for the spectral efficiency, beyond some critical Eb

N0
the

optimum choice for the cell load β starts to decrease from infinity, eventually becoming lower

than 1
3 in the high Eb

N0
region. The optimized outage constrained capacity of the receiver grows

without bound with Eb

N0
, however a clear performance degradation is observed in comparison to

the spectral efficiency, as demonstrated in Fig. 6. The critical Eb

N0
beyond which the optimum cell

load in terms of outage constrained capacity takes on finite values, can be analytically expressed,

and the result is summarized in the following proposition.

Proposition 3.4 Suppose that EFν
{
ν2
}
<∞. Then, for the linear MMSE receiver, the optimum

value in terms of the outage constrained capacity of the cell load β is finite if and only if

Eb
N0

>
Eb
N0

∗

cr

=
2κνEFν {ν} (1 + 2α4)

2κνEFν {ν} (1 + 2α4)− (1 + 2α2)F−1ν (Q)

Eb
N0 min

=
Rayleigh

4(1 + 2α4)

4(1 + 2α4) + (1 + 2α2) ln(1−Q)

Eb
N0 min

,

(3-10)

where Eb

N0 min
is given by (3-5)

Proof : See Appendix C.

As can be observed, unlike the critical Eb

N0
given in Proposition 2.7, the critical Eb

N0
with respect to

the outage constrained capacity of the linear MMSE receiver depends on the fading distribution.

The optimum FUU monotonically decreases with Eb

N0
, beyond Eb

N0

∗

cr
defined in Proposition 3.4

(below which it equals 1− 1/e for Rayleigh fading channels, and the outage constrained capacity

coincides with that of the matched-filter receiver), as observed in Fig. 7. For Rayleigh fading,

Q = Q? = 1− 1
e , and α = 1

2 , it follows from (3-10) that Eb

N0

∗

cr
= 1.5e ln 2 ≈ 4.51dB.

3.3 “Optimum” Receivers

Before proceeding with the presentation of the outage constrained capacity results of the SCO

and the SCPO receivers, it is useful to focus for a while on the particular case in which α = 0 (no

out-of-cell interference), equivalent to the single-cell setting [17]. In this particular case the SCO

receiver and the SCPO receiver are identical (as they differ only in their treatment of out-of-cell

interference), and both receivers are referred to here in the single-cell context as the “optimum”

receiver (the quotation marks are introduced to designate this receiver from the truly optimum

multiuser receiver, that is not restricted by the strongest-users decoding scheme). As shall be

observed, the nature of the results obtained for the single-cell setup emphasizes the effect of out-

of-cell interference on system performance, to be discussed later on.

The outage constrained capacity of the “optimum” receiver under the strongest-users decoding

scheme has been derived in [49], and the result is reviewed in the following proposition.
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Proposition 3.5 (Shamai–Verdú [49]) Let ηopt(δ ; P̄ ) be the unique solution to the equation

1− β(1− δ) = η − βΘopt(δ ; P̄ η) , (3-11)

where

Θopt(ω ; ς) ,

∫ F−1ν (1−ω)

F−1ν (0)

1

1 + ςφ
dFν(φ)

=
Rayleigh

∫ − lnω

0

1

1 + ςφ
e−φ dφ =

1

ς
e
1
ς

[
E1

(
1

ς

)
− E1

(
1

ς
− lnω

)]
. (3-12)

Define

Γopt(w ; ς) ,

∫ F−1ν (1−ω)

F−1ν (0)

log (1 + ςφ) dFν(φ) =
Rayleigh

∫ − lnω

0

log (1 + ςφ) e−φ dφ

= −ω log(1− ς lnω) + e
1
ς

[
E1

(
1

ς

)
− E1

(
1

ς
− lnω

)]
log e (3-13)
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Rayleigh fading).

and

Copt(δ ; P̄ ) , βΓopt

(
δ ; P̄ ηopt(δ ; P̄ )

)
− log ηopt(δ ; P̄ ) + (ηopt(δ ; P̄ )− 1) log e . (3-14)

Then, the outage constrained capacity of the “optimum” receiver, for a target FUU of Q, is given

by

R̃T opt(Q) = inf
0≤x<1

Copt

[
(1−Q)(1− x) ; P̄

]
− Copt

[
(1−Q) ; P̄

]

x
. (3-15)

Proof : See [49] or [60].

The outage constrained capacity of the “optimum” receiver, optimized with respect to both

the cell load β and the FUU, is plotted in Fig. 8 together with the corresponding results of the

matched filter and linear MMSE receivers. The optimum FUU of the receivers in this setting in

plotted in Fig. 9. As can be seen, the “optimum” receiver is not interference limited, provided that

both the cell load β and the FUU are appropriately chosen. Analysis of the result of Proposition

3.5 shows that it is optimum in terms of the outage constrained capacity to take β → ∞ for all
Eb

N0
values. Evaluating the limit of (3-15) as β → ∞, it is observed that the outage constrained
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capacity of the “optimum” receiver, for Rayleigh fading channels, satisfies the following equation:

lim
β→∞

R̃T opt(Q) = inf
x∈[0,1)

1

x
log

[
1 +

βP̄ (1−Q) [x [1− ln(1−Q)] + (1− x) ln(1− x)]

1 + βP̄ [Q+ (1−Q) ln(1−Q)]

]
, (3-16)

which coincides with the analogous outage constrained capacity when no spreading is employed

[48]. Considering this limiting regime, the outage constrained capacity, while optimized with

respect to the FUU, approaches the optimum spectral efficiency (coinciding in this case with the

single user AWGN channel capacity) at the high Eb

N0
region, as observed in Fig. 8. Letting Q

vanish as
√

2ε
βP̄

for some ε > 0, the outage constrained capacity satisfies, as shown in [48],

lim
βP̄→∞

R̃T opt(Q) = log

(
1 +

βP̄

1 + ε

)
. (3-17)

Comparing the outage constrained capacity of the “optimum” receiver to the optimum spectral

efficiency at the low Eb

N0
region, the strongest-users decoding scheme is observed to induce a severe

penalty in system performance, emphasizing the crucial role of rate-adjustment feedback in this

regime.
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It is interesting to note at this point, that taking β →∞ (in fact if it exceeds a threshold) is no

longer the optimum choice for the “optimum” receiver in the case in which, due to some practical

implementation considerations, the minimum FUU cannot go below some fixed positive value. As

can be observed from (3-16), the “optimum” receiver becomes in fact interference limited for any

fixed Q. It can be therefore concluded, that in such case incorporating some level of spreading is

beneficial in terms of system performance in the high Eb

N0
region, and not all bandwidth should

be made available for coding. This somewhat surprising behavior is in sheer contrast to that of

the optimum spectral efficiency, for which no spreading is optimum, and it emanates from the

inherent suboptimality of the equal-rate equal-transmit-power strongest-users decoding scheme.

This phenomena is clearly demonstrated in Fig. 10 where the outage constrained capacities, for

Rayleigh fading channels, are plotted for the optimum cell load β and with the FUU fixed to

Q = 1− 1/e, the optimum value in the low Eb

N0
regime (and in fact the optimum for all Eb

N0
values

for the matched-filter receiver). The high β behavior of the “optimum receiver” is demonstrated

here by taking β = 100. The corresponding results for Q = 0.1 are plotted in Fig. 11 on the

following page. As can be observed, the performance of both the linear MMSE receiver and the

“optimum receiver” is considerably enhanced in the latter example (as compared to Fig. 10), at

the high Eb

N0
region. In contrast, the performance of the matched-filter receiver is severely degraded

for all Eb

N0
values as compared to the optimum choice of Q. Fig. 12 shows the optimum cell load

β for the “optimum receiver” as a function of Eb

N0
, for Q = 0.1. At low Eb

N0
values it is optimum

to take β →∞ (the maximum value in Fig. 12 was truncated at β = 10). However, beyond some

critical value the optimum cell load is observed to be monotonically decreasing with Eb

N0
, reaching

a value of β ≈ 1.78 at Eb

N0
= 30dB.

We now turn to the general case in which α > 0. Starting with the SCO receiver, the following

result has been derived.

Proposition 3.6 The asymptotic outage constrained capacity of the SCO receiver, for a target

FUU of Q, is obtained by substituting P̄eq(P̄ ) instead of P̄ into the result of Proposition 3.5, where

P̄eq(P̄ ) is given by (2-16).

Proof : The proposition can be proved by applying verbatim the observation used in the proof of

Proposition 2.3 to the relation between the outage constraint capacity of the “optimum” receiver

(under the strongest-users decoding scheme) in a single-cell setup, and that of the SCO receiver

in the multi-cell setup considered here. That is, the outage constrained capacity of the SCO is

obtained by substituting P̄eq(P̄ ) instead of P̄ in the corresponding outage constrained capacity

expression for the “optimum” receiver in the single-cell setup.

Due to the treatment of out-of-cell interference as AWGN, the SCO receiver is interference lim-

ited, as observed in the spectral efficiency analysis of Subsection 2.2.2 (note again that limEb/N0→∞

P̄eq = 1
2βα2 ). The relation between the outage constrained capacity expressions, with and without

the presence of out-of-cell interference, as stated by Proposition 3.6, dictates that while optimizing

with respect to both β and Q, it is again optimum in terms of the outage constrained capacity (for

the SCO receiver) to take β →∞ for all Eb

N0
values. The optimum Q monotonically decreases with
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Figure 11: Outage constrained capacity of the multiuser receivers for Q = 0.1 and α = 0 (Rayleigh
fading).

Eb

N0
as can be observed in Fig. 7, eventually reaching for Rayleigh fading a limit of Q∗ = 0.4795, for

α = 1
2 , as

Eb

N0
→∞ (this limiting optimum FUU is derived while investigating the derivative with

respect to Q of the limiting outage constrained capacity as β →∞, and Eb/N0 →∞). However,

fixing the FUU, the optimum choice of cell load β (as a function of Eb

N0
) depends on the value of the

adjacent-cell interference factor α, and may take on finite values in the high Eb

N0
region (decreasing

from infinity beyond some critical Eb

N0
), provided that the factor α is low enough. This behavior

is in agreement with the behavior of the receiver in a single-cell setup discussed above. For the

particular case of α = 1
2 , however, the results show that taking β → ∞ is optimum for all Eb

N0

values.

Finally, the outage constrained capacity of the SCPO receiver is given by the following theorem.

Proposition 3.7 Let ηscpo(δ ; P̄ ) be the unique solution to the equation

1− β(3− δ) = η − βΘscpo(δ ; P̄ η) , (3-18)

where

Θscpo(ω ; ς) =

∫ F−1ν (1−ω)

F−1ν (0)

1/(1 + ςφ)dFν(φ) + 2EFν
{
1/(1 + α2ςν)

}
. (3-19)
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The maximum value is truncated at β = 10.

Define

Γscpo(w ; ς) =

∫ F−1ν (1−ω)

F−1ν (0)

log(1 + ςφ)dFν(φ) + 2EFν
{
log
(
1 + α2ςν

)}
, (3-20)

and

Cscpo(δ ; P̄ ) = βΓscpo

(
δ ; P̄ ηscpo(δ ; P̄ )

)
− log ηscpo(δ ; P̄ ) + (ηscpo(δ ; P̄ )− 1) log e . (3-21)

Then, the asymptotic outage constrained capacity of the SCPO receiver, for a target FUU of Q,

equals

R̃scpo(Q) = inf
0≤x<1

Cscpo

[
(1−Q)(1− x) ; P̄

]
− Cscpo

[
(1−Q) ; P̄

]

x
. (3-22)

Proof : See Appendix D, where explicit expressions for Rayleigh fading channels are also pre-

sented.

The SCPO receiver is not interference limited, which should have been expected, provided that

both the cell load β and the FUU are appropriately chosen, as can be observed from Fig. 6. With

this receiver, unlike the single-cell setup discussed above, it is no longer optimum in terms of the

outage constrained capacity to take β → ∞ for all Eb

N0
values. Although for low Eb

N0
values it is
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still optimum to take β → ∞, beyond some critical Eb

N0
the optimum cell load starts to decrease

monotonically with Eb

N0
, while the outage constrained capacity grows without bound. With β →∞

the outage constrained capacity of the SCPO receiver coincides with that of the SCO receiver, and

the receiver becomes interference limited, regardless of the FUU. Also, as can be observed from

Fig. 6, when undecodable out-of-cell interference is introduced, a clear performance degradation

is evident as compared to the ultimate spectral efficiency of the receiver. This behavior is in sheer

contrast to the asymptotic approach (with Eb

N0
) of the optimized outage constrained capacity to

the optimum spectral efficiency, in the single-cell setting. This contrast emphasizes the role of

rate-adjustment feedback in the presence of undecodable out-of-cell interference.

Examining the optimum FUU of the receiver, as plotted in Fig. 7, it is observed that in the low
Eb

N0
region where it is optimum to take β →∞, the optimum FUU of the SCPO receiver coincides

with that of the SCO receiver. However, beyond a critical Eb

N0
, which corresponds to the point

beyond which the optimum cell load decreases to finite values, the optimum FUU of the SCPO

receiver starts to decrease more rapidly with Eb

N0
as compared to that of the SCO receiver, which

goes to a limit.

4 Summary and Conclusions

This paper studies the performance of four multiuser receiver strategies in a simple multi-cell cel-

lular model with flat fading channels. Focusing first on the ultimate performance, specified by the

spectral efficiency of the receivers, the analysis demonstrates the dramatic effect of information

about interfering signals on system performance. The effect is most clearly seen by comparing

the linear MMSE receiver and the SCO receiver, that represent a tradeoff between the process-

ing complexity of intra-cell transmissions, and having additional information at the receiver on

adjacent-cell interference. It was shown that one can gain even without trying to decode the

transmissions of the interfering users in adjacent cells (which enables interference cancellation),

or treating them optimally in the setting of an interference channel (see [41]). The gain emerges

by the very fact that the linear MMSE filter accounts for the reduction of interference, provided

that the signatures of interfering users are known not only at the intended cell-site, but at those

cell-sites where they cause interference. It may be concluded that for high data rates, inherently

demanding high Eb

N0
, it is advantageous to mitigate out-of-cell interference through linear MMSE

processing.

Assuming equal transmit powers, it was shown that the matched-filter and SCO receivers are

asymptotically unaffected by the presence of fading, in the large (optimum) cell load region. In

contrast, the linear MMSE receiver and the SCPO receiver experience performance degradation,

when fading is present, at the high Eb

N0
region where the optimum cell load β is lower than 1

3 .

However, when fixing β > 1
3 , both receivers benefit from the presence of fading due to its “popu-

lation control” effect, and attain a higher spectral efficiency, as compared to the non-fading case,

beyond a critical Eb

N0
value.

In the second part of this paper, a practically appealing transmission and decoding strategy
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that assumes no rate-adjustment feedback from the receiver has been considered. Accordingly,

all users are assumed to employ equal and constant transmit powers and rates, the receiver ranks

all intra-cell users according to their received powers, and decodes only a subset of the strongest

intra-cell users. The fraction of undecodable users (FUU) is assumed to be a system design

parameter.

Considering the outage constrained capacity of the corresponding four multiuser receivers, as

analyzed in terms of spectral efficiency, the strongest-users decoding scheme was shown to induce a

severe penalty in the minimum receive Eb

N0
allowing reliable communications. For Rayleigh fading

the penalty is of at least 10 log10 e ≈ 4.34dB. The above minimum penalty is attained by setting

the FUU to Q? = 1− 1/e, the optimum choice at the low-SNR regime.

Both the matched filter and the linear MMSE receivers suffer a significant performance degra-

dation for all Eb

N0
values, as compared to their spectral efficiency, regardless of whether out-of-cell

interference is present (representing a multi-cell system) or not (representing a single-cell system).

In contrast, with no out-of-cell interference the outage constrained capacity of the “optimum”

receiver (equivalently either the SCO or SCPO receiver) is shown to asymptotically approach the

optimum spectral efficiency in the high Eb

N0
region, when the cell load is made large (β →∞), and

when the FUU vanishes at an appropriate rate as Eb

N0
→ ∞. This asymptotic approach empha-

sizes the crucial role of rate-adjustment feedback at the low -SNR regime, where the strongest-users

decoding scheme induces a severe degradation in system performance. An interesting observation

is that when the FUU is fixed, the “optimum” receiver becomes interference limited in the large

cell load region. In such case, the use of some amount of spreading (β < ∞) turns out beneficial

beyond some critical Eb

N0
, and the outage constrained capacity of the receiver grows without bound

with Eb

N0
for an appropriately chosen cell load. This behavior is due to the inherent suboptimality

of the strongest-users decoding scheme. The asymptotic approach to the ultimate performance is

no longer observed when out-of-cell interference is introduced, and the SCO receiver becomes in

fact interference limited regardless of the FUU. The contrast between the behavior of the SCO and

SCPO receivers in the single- and multi-cell setups emphasizes the importance of rate-adjustment

feedback in the presence of undecodable out-of-cell interference.

Finally, it is noted that both analyses apply verbatim (rescaling rates by N) to a multiple users

multi-receive antennas system, operating with different received powers (say, due to shadowing or

power-control).

A Proof of Proposition 2.7

The proof of Proposition 2.7 follows a similar path to that of the proof of Theorem III.4 in [17].

However, before proceeding with the proof, it useful to introduce the notion of average received

SNR which is defined as

P̄rec = EFν {ν} P̄ . (A-1)
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Although a normalized fading distribution (EFν {ν} = 1) was assumed throughout this paper,

implying equality of the average transmit and receive SNRs, this restriction is lifted for the purpose

of proving Proposition 2.7 in order to produce a more fundamental result.

The underlying idea in the proof is that one can tell whether the optimum β is finite or not for

a given (received) Eb

N0
, by examining the behavior of the spectral efficiency as β →∞, while P̄rec is

adjusted to comply with the given Eb

N0
. To that end, as in [17], we fix an arbitrary d , βP̄rec ≥ 0.

As discussed in Subsection 2.2.3, the spectral efficiency of the linear MMSE receiver coincides as

β →∞ with the spectral efficiency of the matched filter receiver, and satisfies

lim
β→∞

C̃ms =
1

1 + 2α2

[
log e−

(
Eb
N0

)−1]
. (A-2)

Therefore, using the fact that

d = βP̄rec = C̃ms

Eb
N0

, (A-3)

it is immediately observed that the constant d uniquely determines Eb

N0
, at the limit as β → ∞,

through the relation

d =
1

1 + 2α2

(
Eb
N0

log e− 1

)
. (A-4)

The next step is to examine the derivative of the spectral efficiency, as given in (2-2), with

respect to 1
β , or equivalently, with respect to P̄rec, and find the value of d for which the derivative

becomes 0 at P̄rec = 0. The rationale behind the above investigation is as follows. For a fixed
Eb

N0
> Eb

N0 cr
the spectral efficiency attains a maximum at some finite value of β, while for Eb

N0
< Eb

N0 cr

the spectral efficiency monotonically grows with β. Therefore, relying on the continuity of the

spectral efficiency with respect to β, investigating its derivative, as discussed above, reveals the

critical Eb

N0
at which the maximum is “attained” for 1

β = 0, which implies β → ∞. With that in

mind, the aim is to find the value of d for which the following holds:

∂

∂P̄rec

[
d

P̄rec

EFν

{
log

(
1 + νη(P̄rec)

P̄rec

EFν {ν}

)}]∣∣∣∣
P̄rec=0

= 0 , (A-5)

where the notation η(P̄rec) is used to emphasize the dependency of the multiuser efficiency in P̄rec.

Equation (A-5) is obtained by substituting β = d
P̄rec

and P̄ = P̄rec
EFν {ν}

in (2-2). Now following

some algebra, it can be shown that for (A-5) to hold it is required that

η̇(P̄rec)|P̄rec=0 =
1

2
κνη

2(P̄rec)|P̄rec=0 , (A-6)

where η̇ denotes the derivative of η with respect to P̄rec, and κν denotes the kurtosis of the fading

distribution [17] defined as

κν =
EFν

{
ν2
}

(EFν {ν})
2 . (A-7)

In order to proceed from here, it is necessary to investigate the behavior of η(P̄rec), as given in

Theorem 2.5, for P̄rec → 0. The result of this investigation is summarized in the following Lemma,

33



which is straightforwardly derived by carefully applying Taylor expansions to the expressions in

(2-22). The Lemma is the multi-cell analogy of [[17], Property 9].

Lemma A.1 Fix d = βP̄rec ≥ 0, then the behavior of the multiuser efficiency of the linear MMSE

receiver for P̄rec → 0 is

η(P̄rec) =
1

1 + d(1 + 2α2)
+

dκν(1 + 2α4)

[1 + d(1 + 2α2)]
3 P̄rec + o(P̄rec) . (A-8)

Using Lemma A.1 in (A-6), and solving for d, it follows after some algebra that

d =
1

1− 2α2 + 4α4
. (A-9)

Finally, substituting (A-9) in (A-4) yields (2-26). One can also observe that substituting α = 0

into (2-26) yields the corresponding single-cell result of [17].

B Some Useful Order Statistics Results

Let ik denote the index of the kth strongest user at the receiver, i.e.,

νi1 ≥ νi2 ≥ · · · ≥ νiK . (B-1)

Using Fν to denote the cumulative probability distribution (cdf) of each of the i.i.d. fading levels

{νm}, the distribution of νik is given by (e.g., [51] pp. 388)

Fνik (x) =

∫ x

0

K!

(K − k)!(k − 1)!
(1−Fν(z))

k−1
Fν(z)

K−kdFν(z) , (B-2)

which for K →∞ yields [48]

lim
K→∞

Fνik (x) =




0 1−Fν(x) >

k−1
K−1 ,

1 1−Fν(x) ≤
k−1
K−1 .

−−−−−−−−−−−−−→
K,k→∞ k

K
→δ∈(0,1]




0 Fν(x) < 1− δ,

1 Fν(x) ≥ 1− δ.
(B-3)

The asymptotic expectation of the kth strongest fading (power) level is given by [49]

E {νik} =

∫ ∞

0

(
1−Fνik (x)

)
dx

−−−−−−−−−−−−−→
K,k→∞, k

K
→δ∈(0,1]

∫ ∞

0

1 {1−Fν(x) > δ} dx+ o(1)

= F−1ν (1− δ) + o(1) ,

(B-4)
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where 1{·} designates the indicator function, and F−1ν (·) denotes the inverse function of the cdf

Fν(x). Finally, for a continuous and differentiable function g(x) it follows that [49]

1

K

kH∑

k=kL

g(νik) −−−−−−−−−−−→
K,kL,kH→∞,

kL
K
→ωL,

kH
K
→ωH

∫ ωH

ωL

g
(
F−1ν (1− x)

)
dx =

∫ F−1ν (1−ωL)

F−1ν (1−ωH)

g(y) dFν(y) . (B-5)

C Proof of Proposition 3.4

The proof of Proposition 3.4 follows the same lines as the proof of Proposition 2.7, and will

therefore be presented in short. Again we fix an arbitrary d , βP̄rec ≥ 0. As discussed in Section

3.2, the outage constrained capacity of the linear MMSE receiver coincides as β → ∞ with that

of the matched filter receiver, and admits the following limiting exprssion

lim
β→∞

R̃Tms(Q) =
1

1 + 2α2

[
(1−Q)F−1ν (Q) log e−

(
Eb
N0

)−1]
. (C-1)

Using the relation (see (3-4))

d = βP̄rec = R̃Tms(Q)
Eb
N0

, (C-2)

the constant d uniquely determines Eb

N0
(fixing Q), at the limit as β →∞, through the relation

d =
1

1 + 2α2

[
(1−Q)F−1ν (Q) log e

Eb
N0

− 1

]
. (C-3)

The next step is to find the value of d for which the following holds:

∂

∂P̄rec

[
d

P̄rec

(1−Q) log

(
1 + F−1ν (Q)η(P̄rec)

P̄rec

EFν {ν}

)]∣∣∣∣
P̄rec=0

= 0 . (C-4)

After some algebra (C-4) yields

η̇(P̄rec)

∣∣∣∣
P̄rec=0

=
1

2

F−1ν (Q)

EFν {ν}
η2(P̄rec)

∣∣∣∣
P̄rec=0

, (C-5)

from which the following expression for d is obtained using Lemma A.1

d =
F−1ν (Q)

2κνEFν {ν} (1 + 2α4)−F−1ν (Q)(1 + 2α2)
. (C-6)

The proof of the proposition is completed by substituting (C-6) and (3-5) into in (C-3).
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D Proof of Proposition 3.7

The following notation shall be used throughout this proof. Let the subset of indices of the J

strongest intra-cell users be denoted by

DJ = {i1, . . . , iJ} . (D-1)

The set of channel inputs due to the users in a subset S is denoted by XS. Considering in particular

the subset of J strongest intra-cell users, it follows that

XDJ
= {xi1 , . . . , xiJ} . (D-2)

The set of channel inputs due to all received users other than those in the subset S is denoted by

XS . In particular, it follows that

XDJ
=
{
xiJ+1

, . . . , xiK ,X
(±)
}
, (D-3)

where X(±) =
{
x+1 , . . . , x

+
K , x

−
1 , . . . , x

−
K

}
(i.e., the set of all inputs due to other-cell users). The

corresponding channel fading gain matrices (see (3-1), and note that with some abuse of notation

the inter-cell interference factor α is incorporated here, for convenience, within the matrices), and

signature matrices are denoted, respectively, by

HDJ
= diag (hi1 , . . . , hiJ ) , (D-4)

SDJ
= [si1 · · · siJ ] , (D-5)

HDJ
= diag

(
hiJ+1

, . . . , hiK , αh
+
1 , . . . , αh

+
K , αh

−
1 , . . . , αh

−
K

)
, (D-6)

SDJ
=
[
siJ+1

· · · siK S+ S−
]
, (D-7)

where sik denotes the spreading sequence (signature) of the kth strongest intra-cell user. For

consistency, the set of channel outputs is denoted by Y, and the total set of channel inputs (due to

both intra-cell and other-cell users) is denoted by XT. Finally, the (ordered) channel fading gains

and signature matrices corresponding to all channel inputs are denoted by

H̃ = diag
(
hi1 , . . . , hiK , αh

+
1 , . . . , αh

+
K , αh

−
1 , . . . , αh

−
K

)
, (D-8)

S̃ =
[
si1 · · · siK S+ S−

]
. (D-9)

The first step in the proof is the derivation of the nonasymptotic capacity region. Towards

this end, it is assumed that the spreading sequences are chosen randomly, and independently,

on a per symbol basis (this setup differs for example from the case in which the signatures are

randomly chosen once at the beginning of the transmission, and stay unchanged during the whole

transmission period). The above assumption is introduced for technical reasons in order to simplify

the derivations for the nonasysmptotic setup. It is emphasized however that this assumption has
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no effect on the final asymptotic result of Proposition 3.7, as both signature selection approaches

yield the same limiting result as the system size becomes asymptotically large.

In principle, the fact that some users are decoded, whereas the code structure of some users

is not exploited, could lead to analytical difficulties. However, it is possible to sidestep those

difficulties by using Kolmogorov’s identity. Conditioned on the channel fading gains, the mutual

information between the channel output, and the signals transmitted by the users to be decoded

at the receiver can be decomposed as (omitting for simplicity of notation the conditioning on the

channel fading gains)

I(XDJ
;Y) = I(XDJ

,XDJ
;Y)− I(XDJ

;Y |XDJ
) (D-10)

= I(XT ;Y)− I(XDJ
;Y |XDJ

) (D-11)

= ES

{
log det

(
I + P̄ H̃†S̃†S̃H̃

)}
− ES

{
log det

(
I + P̄H†

DJ
S†

DJ
SDJ

HDJ

)}
,

(D-12)

where (D-12) follows from [61], and the independence of the information transmitted by different

users, and ES {·} denotes expectation with respect to the realizations of the random signatures. It

is emphasized that the fact that the signatures are known also for the users that are not decoded

(both intra-cell and in other cells), is fully exploited in (D-11)–(D-12). Also, when spreading is

used, unlike [48], it would be suboptimal to have a front end of J matched filters that neglects the

K − J weakest intra-cell users, and the other-cells’ users.

Conditioned on the channel fades, the capacity region (bits/sec) determining the rates achiev-

able by the J strongest intra-cell users is given by:

C =
⋂

D⊂DJ

{
∑

i∈D

Ri ≤ I(XDJ
;Y |XDJ−D)

}
. (D-13)

As can be seen from the following result, due to the particular structure of the considered problem,

only J out of the 2J − 1 rate constraint equations in (D-13) are sufficient in order to describe the

capacity region.

Proposition D.1 The capacity region achievable by the J strongest intra-cell users is equal to

(bits/sec)

C =

J⋂

j=1





J∑

`=j

Ri` ≤ I(XDj−1
;Y |XDj−1

)− I(XDJ
;Y |XDJ

)



 . (D-14)

Proof : First it is required to show that the following J equations are sufficient:

C =
J⋂

j=1





J∑

`=j

Ri` ≤ I(xij , . . . , xiJ ;Y |xi1 , . . . , xij−1)



 . (D-15)

To that end, proceeding as in (D-11), note that all the mutual informations arising in (D-13) take

37



the form

I(XDJ
;Y |XDJ−D) = I(XD ;Y |XDJ−D) (D-16)

= I(XD,XDJ
;Y |XDJ−D)− I(XDJ

;Y |XDJ
) (D-17)

= ES

{
log det

(
I + P̄H†

DJ−D
S†

DJ−D
SDJ−DHDJ−D

)}
(D-18)

− I(XDJ
;Y |XDJ

) .

The right hand side of (D-18) is always lower bounded by the choice of D corresponding to the

`-weakest users among the J strongest intra-cell users, i.e., the users of indices iJ−`+1, . . . , iJ−1, iJ .

Thus, the corresponding equation dominates. Note that the expression I(XDJ
;Y |XDJ

) in (D-12)

is fixed for a fixed J , and thus it is not affected by the specific choice of D ⊂ DJ .

Finally, generalizing the decomposition in (D-11), every mutual information appearing in

(D-15) can be written as:

I(xij , . . . , xiJ ;Y |xi1 , . . . , xij−1) = I(xij , . . . , xiJ ,XDJ
;Y |xi1 , . . . , xij−1)

− I(XDJ
;Y |xi1 , . . . , xij−1 , xij , . . . , xiJ )

= I(XDj−1
;Y |XDj−1

)− I(XDJ
;Y |XDJ

)

(D-19)

for j = 1, . . . , J . It also is noted that both mutual informations in the right hand side of (D-19)

can be evaluated using the ES {log det(·)} expressions as in (D-12), yielding

I(XDj−1
;Y |XDj−1

)− I(XDJ
;Y |XDJ

) = ES

{
log det

(
I + P̄H†

Dj−1
S†

Dj−1
SDj−1

HDj−1

)}

− ES

{
log det

(
I + P̄H†

DJ
S†

DJ
SDJ

HDJ

)}
. (D-20)

Following the derivation of the capacity region of the J strongest users, in the non-asymptotic

regime, it is required to examine the behavior of the ES {log det(·)} expressions in (D-20) as the

system size becomes large (i.e., K,N → ∞, K
N → β < ∞). In particular, it is of interest to

examine the expression

ES

{
log det

(
I + P̄H†

DL
S†

DL
SDL

HDL

)}
, (D-21)

where L
K → δ (0 ≤ δ ≤ 1), in the asymptotic regime. Defining Cscpo(L ; P̄ ) as

Cscpo(L ; P̄ ) ,
1

N
ES

{
log det

(
I + P̄H†

DL
S†

DL
SDL

HDL

)}
, (D-22)

it is observed that Cscpo(L ; P̄ ) equals the spectral efficiency of the optimum multiuser receiver in

a single-cell setting, where the cell-site receiver receives and decodes only the transmissions of the

intra-cell users not included in the set DL, and the transmissions of other-cell users (alternatively

one can assume that the channel inputs due to the users within the set DL are known at the

38



receiver). Hence, it follows from Lemma 2.4 that

Cscpo(δ ; P̄ ) , lim
N,K→∞,K

N
→β, L

K
→δ

Cscpo(L ; P̄ )

= lim
N,K→∞,K

N
→β, L

K
→δ

1

N

K∑

m=L+1

log
(
1 + P̄ νimηscpo(L ; P̄ )

)

+
1

N

K∑

m=1

log
(
1 + α2P̄ ν+mηscpo(L ; P̄ )

)

+
1

N

K∑

m=1

log
(
1 + α2P̄ ν−mηscpo(L ; P̄ )

)

− log ηscpo(L ; P̄ ) +
(
ηscpo(L ; P̄ )− 1

)
log e ,

(D-23)

where ηscpo(L ; P̄ ) is the unique solution to the equation

1 = η +
1

N

K∑

m=L+1

P̄ νimη

1 + P̄ νimη
+

1

N

K∑

m=1

α2P̄ ν+mη

1 + α2P̄ ν+mη
+

1

N

K∑

m=1

α2P̄ ν−mη

1 + α2P̄ ν−mη
. (D-24)

Using (B-5) and some algebra, it can be shown that

lim
N,K→∞,K

N
→β, L

K
→δ

ηscpo(L ; P̄ ) = ηscpo(δ ; P̄ ) , (D-25)

where ηscpo(δ ; P̄ ) is the unique solution to the equation

1− β(3− δ) = η − βΘscpo(δ ; P̄ η) , (D-26)

and

Θscpo(ω ; ς) =

∫ F−1ν (1−ω)

F−1ν (0)

1

1 + ςφ
dFν(φ) + 2

∫ ∞

0

1

1 + α2ςφ
dFν(φ)

=
Rayleigh

∫ − lnω

0

1

1 + ςφ
e−φ dφ+ 2

∫ ∞

0

1

1 + α2ςφ
e−φ dφ

=
1

ς
e
1
ς

[
E1

(
1

ς

)
− E1

(
1

ς
− lnω

)]
+

2

α2ς
e

1

α2ς E1

(
1

α2ς

)
. (D-27)

The sum expressions in (D-23) can be handled in an analogous manner, and defining

Γscpo(w ; ς) =

∫ F−1ν (1−ω)

F−1ν (0)

log (1 + ςφ) dFν(φ) + 2

∫ ∞

0

log
(
1 + α2ςφ

)
dFν(φ)

=
Rayleigh

∫ − lnω

0

log (1 + ςφ) e−φ dφ+ 2

∫ ∞

0

log
(
1 + α2ςφ

)
e−φ dφ

= −ω log(1− ς lnω) + e
1
ς

[
E1

(
1

ς

)
− E1

(
1

ς
− lnω

)]
+ 2e

1

α2ς E1

(
1

α2ς

)
log e , (D-28)
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it follows that

Cscpo(δ ; P̄ ) = βΓscpo

(
δ ; P̄ ηscpo(δ ; P̄ )

)
− log ηscpo(δ ; P̄ ) + (ηscpo(δ ; P̄ )− 1) log e . (D-29)

The final step in the proof of Proposition 3.7 is to plug the above asymptotic expressions in

the capacity region (D-14). Recalling the underlying equal-rates assumption and (D-20), it follows

that the non-asymptotic capacity region (bits/sec/Hz ) becomes

C̃ =
J⋂

j=1

{
(J − j + 1)R̃ ≤

1

N
I(XDj−1

;Y |XDj−1
)−

1

N
I(XDJ

;Y |XDJ
)

}

=
J⋂

j=1

{
(J − j + 1)R̃ ≤ Cscpo(j − 1 ; P̄ )− Cscpo(J ; P̄ ))

}
.

(D-30)

Letting 1−Q and 1− x take the asymptotic role of J
K and j

J , respectively, and taking the limits

in (D-30), the outage constrained capacity JR̃, for an FUU of Q, is given by

R̃T scpo(Q) = inf
0<x≤1

Cscpo

[
(1−Q)(1− x) ; P̄

]
− Cscpo

[
(1−Q) ; P̄

]

x
, (D-31)

where Cscpo is given by (D-29). This completes the proof of Proposition 3.7.

E On the Minimum Receive Eb
N0
Required for Reliable Com-

munication

Following (3-4), the minimum required receive Eb

N0
for reliable communication is given by [17] [52]

Eb
N0 min

= lim
P̄→0

βP̄

R̃T (β, P̄ )
, (E-1)

where the notation R̃T (β, P̄ ) was introduced to emphasize that the outage constrained capacity is

a function of P̄ (the SNR), and the cell load β. Starting with the linear receivers, it follows from

(3-3) that

R̃T =
P̄→0

βP̄ (1−Q)F−1ν (Q)η log e+ o(P̄ ) , (E-2)

yielding
Eb
N0 min

= lim
P̄→0

ln 2

(1−Q)F−1ν (Q)η
. (E-3)

Observing (2-12) and (2-22), it follows that for both linear receivers limP̄→0 η = 1, and hence

Eb
N0 min

=
ln 2

(1−Q)F−1ν (Q)
, (E-4)

which establishes (3-5).

Showing that the same result holds also for the SCO and the SCPO receiver is less trivial, and
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the derivation follows the proof of Proposition 3.7 as given in Appendix D. Again the focus is on

the asymptotic setup in which

K,N,L→∞,
K

N
→ β <∞,

L

K
→ δ , (E-5)

however empirical averages and nonasymptotic notation shall be used whenever necessary for

purposes of the derivation (the validity of this approach follows form the underlying assumption

of a.s. convergence of the limiting empirical distribution of the fade power levels, as stated in

Subsection 2.1). Also, the rest of the proof shall focus on the particular case of α = 0 (i.e., a

single-cell setting) for simplicity. It is emphasized however that the proof can be straightforwardly

extended to the general case of α 6= 0 as well (leading to the same result for the minimum Eb

N0
).

Since both SCO and SCPO receivers are identical in the single-cell setting, they shall be referred

to as the “optimum” receiver, following the discussion of Subsection 3.3. Considering Copt(L ; P̄ ),

as defined in (D-22) it follows from (D-23) and (D-24) that

Copt(L ; P̄ ) ,
1

N

K∑

m=L+1

log
(
1 + P̄ νimηopt(L ; P̄ )

)
− log ηopt(L ; P̄ ) +

(
ηopt(L ; P̄ )− 1

)
log e , (E-6)

where ηopt(L ; P̄ ) is the unique solution to the equation

1 = η +
1

N

K∑

m=L+1

P̄ νimη

1 + P̄ νimη
. (E-7)

As can be observed, the constant ηopt(L ; P̄ ) satisfies

η =
P̄→0

1

1 + P̄ 1
N

∑K
m=L+1 νim

+ o(P̄ ) . (E-8)

Similarly, it follows that

1

N

K∑

m=L+1

log
(
1 + P̄ νimηopt(L ; P̄ )

)
=

P̄→0
P̄ ηopt(L ; P̄ ) log e

1

N

K∑

m=L+1

νim + o(P̄ ) . (E-9)

Substituting the above two limiting expressions in (E-6) yields

Copt(L ; P̄ ) =
P̄→0

βP̄
1

K

K∑

m=L+1

νim + o(P̄ ) , (E-10)

where the notation K
N = β was used for simplicity (and in agreement with the underlying assump-

tions regarding the asymptotic regime).

Now as shown in Appendix D (see (D-30)), the capacity region of the “optimum” receiver is

given by

C =

J⋂

j=1

{
(J − j + 1)R̃ ≤ Copt(j − 1 ; P̄ )− Copt(J ; P̄ ))

}
. (E-11)

41



Observing (E-10), the dominant inequality in (E-11) is clearly the one for which j = J , and the

maximum attainable rate per user (under outage constraint) must satisfy

R̃ = Copt(J − 1 ; P̄ )− Copt(J ; P̄ ) . (E-12)

Hence, recalling that R̃T = JR̃, the outage constrained capacity of the “optimum” receiver satisfies

R̃T opt =
P̄→0

βP̄
J

K
νiJ log e+ o(P̄ ) , (E-13)

which in the asymptotic setup of (E-5) (recalling also that J
K → 1−Q in this case) satisfies

R̃T opt =
P̄→0

(1−Q)F−1ν (Q)βP̄ log e+ o(P̄ ) . (E-14)

(E-4) then follows immediately from (E-1).
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