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ABSTRACT

The interaction of light with nano-scale features usually associated with rigorous vector modelorg other
computation intensive method. It turns out, howetleait several interesting cases can be analyzedrbgdel based on
scalar, paraxial operators. Good correspondence feaed between this theoretical model and experiaien
investigation. In our work, the capabilities of lszaparaxial operator approach are discussechéocases of Dark beam
and Gaussian beam scanning microscopes. Fundantigmtations of the approach are outlined as wElle sensitivity
of the Dark beam scanning microscope was comparethé real experimental procedure and the idedlibeoretical
model which indicated a potential of 1nm sensiivit
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1. INTRODUCTION

Progress in high-tech production, such as opticahponents, flat panel displays and semiconductdustry places
increasingly stringent requirements on surface igual\s a result, there is a constantly growing dech for high-
sensitivity and high-speed inspection systems dipgran the production lines. Since traditional hwds do not provide
an adequate answer to industrial needs, other, sapleisticated methods were developed. Among timeshods, Dark
Beam (DB) microscopy was proposédnd preliminary investigations indicated high periance capabilities.

In Ref. 4 we have analyzed a generalized versionDBf microscopy, Singular Beam (SB) microscopy, both
experimentally and by numerical simulations, denmatisig nanoscale sensitivity. The simulations weagied out with
the help of operator representafiavithin the regime of paraxial optics approximatidie purpose of this paper is to
discuss those simulations and estimate their walidi analyzing systems designed to investigatenaale features.

Choosing a particular method of analysis usualloimes a tradeoff between the allowed errors arailatvility of
computational resources and processing time. s plaiper we demonstrate that the scalar paraxialogippation
produces reasonably accurate results for opticstesys with numerical apertures (NA) up to 0.4. Tlest section
provides a general background on the SB microsamy this is followed in Sect. 3 with a discussidntiee DB
microscopy as a particular case of the SB microgc8pction 4 compares scalar, paraxial results @xgeriments and
with rigorous vector calculations to estimate thedduced errors. Section 5 evaluates the imptioatiof inaccuracies
on the sensitivity of the microscopy approach. Bn#he conclusions are drawn in section 6.

2. SINGULAR BEAM MICROSCOPY

The main idea of SB microscopy can be outlinedofievi's. The space, containing the investigated aihfescanned by
a focused beam containing singularities. Lighttecat by the object propagates in free space atlkifough optical
elements to a recording system where it is analyaezlaluate required object features. Since SBastpy does not
deal with direct optical imaging, the classicalfdi€tion limit is mitigated and system performangeonstrained only
by the Signal to Noise Ratio (SNR) of the measulatd.

2.1 Singular beamsand their generation

Optical singularities and their properties are sabfor extensive study'°A wide variety of optical singularities exists.
These can be optical vortices, other kind of ptsiisgularities or polarization singulariti&s*” Our main interest here is
in beams containing one or more phase singulathigsgenerate spatial regions where the complelitute vanishes.
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Singularities can be introduced in a conventionshrh with the help of a diffractive optical elem&hpr can be
generated directly within the laser cavifyAlthough, generally SB microscopy deals with eitbee dimensional or two
dimensional singularities, in this work we restrietrselves to a specific 1D singularity, a line ghalislocation. This
singularity was introduced into a Gaussian bearmbgns of a phase step and consequent spatial filtering.

2.2 Singular beam microscope

A possible optical setup for SB microscopy in traission mode is presented in Fig. 1. A Gaussiaerlagam is
modulated by a phase mask that introduces one oe myptical singularities. The SB is focused by aroscope
objective into the sample space where it interagth the investigated object and the scatterednsitg distribution
reaches the recording plane.

Working Recording
Phase Distance Plane
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1N A
Laser Microscope Investigated
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Fig. 1. Schematic diagram of a singular beam maops. A Gaussian laser beam passes through a phese that
introduces optical singularities and is focused itite investigated space. Light scattered by thecblis measured at
the recording plane.
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Fig. 2. Cross section of the intensity distributi@nthe focal plane of the microscope objective with = 0.4 for an
idealized SB (solid curve) and the correspondingiSSen intensity distribution (dotted curve). Tinensities are
normalized to 1.

The simulated cross section of the intensity distion for an idealized SB is shown in Fig. 2 asnpared to a
corresponding Gaussian Beam. Both intensity pofilee at the focal plane of a microscope objeatiite NA = 0.4.
The vanishing of the intensity at the center of $ieis a result of the phase dislocation that geeerthe anti-symmetric
complex amplitude distribution as shown in FigTBe two intensity lobes of the SB can be viewedwasarms of an
interferometer that can intuitively explain why oanale sensitivity is possible.

2.3 Modeling of singular beam microscope

Paraxial, scalar operator representation of thealsgstem (Fig. 1), is given according to the omerdefinitions. The
wavefront entering the microscope objective cawbtten as,

%ejkdl 1
U, = R[d,]T, A , 1
o = RIG T A0 Q[q(dl)} @

whered; is the distance between the laser beam waist laghase mask (represented as a thin optical etenidn
transfer functiorg) andd, is the distance between the phase mask and thiesuape objective. The Gaussian beam




amplitude isA and free space propagation is represented inratsned notation by the Free Space Propagatioratgrer
R, which can be expressed by a cascade of fundahop@eators. Two such expressions are,

R[d]=e"FQ[-A%d |F*
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whered is the propagation distance] is the free space wavelength akd= 27 /A is the wave number. Fourier
transformation is represented Byscaling by and the quadratic phase factor in one dimensidefised as,

Jk 2
Q[1j| — e2a , (3)
a

wherex is lateral dimension. Finally, in Eq. (1()1(d) =(Q,+ d , where the Gaussian beam characteristic vayés:

Q2
C kW W

with W, denoting the Gaussian beam waist radius. The wavdd;, is focused by the microscope objective to thelfoca

plane where it illuminates the investigated objétthis work we assume that an investigated oljantbe represented
by a thin optical element with transmittance fuoetiTy,. This function accounts for the object featuresimiend to
evaluate. For a perfect microscope objective chiftengthf, the wavefront at the recording plane, situatedistanced;
from the focal plane, can be written as,

(4)

-1
Uout = R[dS]Tobj R[ f ]TapertureQ|:T}Uin : (5)
Here Tapenure represents the aperture of the microscope obge¢tisually T, .o = CIFC(X/ T o 0) , Wherer .. . is
the aperture radius). The intensity distributiotha&t recording plane (output intensity distribujican be written as,
2
Iout = |Uout| . (6)
Similarly, the intensity distribution at the foqahne (as the one shown in Fig. 2) can be writen a
1 2
l focal — R[ f ]TapertureQ |:Ti|um (7
While for a Gaussian beam illuminatioh, . =1, a singular beam with phase singularity is geeeraty
T . =€, 8)

where the functiort(x) contains the desired singularities.

3. DARK BEAM MICROSCOPY

As it was indicated above, DB microscopy is a sarase of SB microscopy, where, according to BY. (

t(x) = 2u(x); u(x)z{(l) :g ©)



The examination of the complex amplitude at thefgtane of the microscope objective, as writteidn (10), shows a
zero-crossing by the amplitude, thus generatinglabs zero intensity in the centerlggy, as shown in Fig. 3.
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Fig. 3. Dark Beam complex amplitude (solid line) esrresponding Gaussian complex amplitude (dotireg) lat the
microscope objective's focal plane (where the sedrsurface is situated).

A comparison between Fig. 2 and Fig. 3 reveals &sigce energy outside the two main lobes of the Digse “tails”,

situated outside £1.2 microns from the center tlageproduct of convolution of the DB focal waveftavith the Fourier
transform of the aperture function. Obviously, theails are undesirable, as they may interact withinvestigated
object situated outside the DB main lobes, thusickd) the overall SNR of the system. Effective gegpion of these
tails can be accomplished with a proper spatigrfitg.

3.1 Recorded intensity distribution analysis

In the experimental study of a DB microscope, acigh case of a SB microscdpan phase step was used as a test

object that can be described by the transmittanetion, T, = /™~

obj . The recorded intensity distribution (output

distribution)l, along with the simulation results are presenteigs. 4 and 5. The relative position betweenpitese
step and the DB center was controlled Xy that was gradually changed between consecutiveunements. In view of
the nanoscale nature of the experiments the diféar® among experimental intensity distribution ieefare reasonable.

In a typical experiment the investigated objectpbase step) scans through all the DB focal intermistribution. In
order to facilitate the comparison, an integratiindow was introduced in the center of the intgndistribution. The
place for the integration window was chosen ind¢hater since the changes between the intensitgildison profiles
are most pronounced there and the distortions amam@al. The value of the total power in the windoan be plotted
against the phase step position as shown in Figur&lthough the experimental curves are slighthydevi (due to
imperfections), the overall similarity between tigained experimental data and the simulation tesuk apparent.
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Fig. 4. Recording plane intensity distribution plesi with the phase step positioned at the centéheoDB.. Semi dotted
curve — simulation, other curves experiments. Téreéh coordinates correspond to recording planedotates.
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Fig. 5. Same as Fig. 4 but with the phase stegiposit outside the DB.
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Fig. 6. Integration window power as a function dfape step position. Vertical axis is relative powmrizontal axis is
phase step position in microns. Semi dotted cusgmulation, other curves — experiments.

3.2 DB microscopy limitations

Alongside clear advantages of DB microscopy foustdal applications some disadvantages and liraitatshould be
discussed. The main disadvantage is that semmeori information about the investigated object is needefore the
measured data can be analyzed. This disadvantaigelesvant for many industrial applications wheahe object is



known and only its various parameters must be at@tlh The second limitation of DB microscopy is fhet that it
extracts information about investigated objectuezd rather than its image. Therefore, DB microgasgevaluated with
a sensitivity metric rather than with a resolutieadue. Again, industry is usually much more intégdsin evaluating
object features than in visualizing them. Finadly the current stage DB microscopy is studied dmtycertain class of
isolated objects (like steps, trenches and bars).

4. PARAXIAL APPROXIMATION ERROR ESTIMATION

The choice of paraxial, scalar numerical approxiomafor nanoscale investigations removes much efcmputational
complexity, thus enabling real-time, on-line praieg. Unfortunately, however, this approximatiotraduces errors
that must be kept in mind when interpreting nunari@sults. The error estimation will concentrate tawo main
sources: errors due to violation of the paraxigragimation by large NA systems (NA = 0.4 in ousepand errors due
to approximation of nanoscale features by thinagptlement.

4.1 Numerical apertureerror

In order to assess the influence of the NA(=0.4jrenwave field, a numerical simulation was perfednfiollowing Ref.

20. The simulation used an incoming plane waverjzad along the x axis and focused by a lens wi#h=N0.4. The

resulting electric field (taken along x and y &t focal plane to account for ellipticity) is comedrwith the field value
calculated according to Eq. (10), settidg to be a plane wave. The comparison is made byigloeously calculated
field intensity from its values obtained by the gpaal approximation. This difference is shown ig.Fr, in percents of
the peak intensity calculated by the paraxial apipnations. It must be noted that the scalar resals obtained using
the Abbe Sine Condition adjustment for the lensrtape. The resulting maximum difference is welldel1%, thus

implying that the inaccuracy of the paraxial appmtation is below this value for systems with &4,
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Fig. 7. Absolute difference (in percents of peateisity) of |E{ between electric field calculated using paraxaalar
operators and electric field obtained from rigor@adculations using the Richards-Wolf approach. Ehipticity,
corresponding to the simulated NA=0.4, of the rigmly calculated field is represented by the twilnagonal cross
sections along x and y.

4.2 Thin optical element approximation

When considering optical elements with a distingaddirection, the way of their interaction witgHt may depend on
polarization. Moreover, when these elements feaharoscale dimensions, a rigorous, vector simulatb their
interaction with light may be due. We examine thiesaes next.

So far we have dealt with wavefronts and objech wite-dimensional variation normal to the propagmatiirection. The
other dimension, normal to both the propagationesision and to the characteristic dimension, is idensd to be
infinite, such that the problem does not vary altmg dimension. Although for the scalar model &da no difference,
in the vector model we consider two cases: the ffgen the electric field is directed along theriité dimension and
the second when the magnetic field is directed gqulttre infinite dimension referred to as TE and TMnponents,
respectively. The corresponding rigorous vectorutations were performed using COMSOL MULTIPHYSICS™



software, based on Finite Element Method (FEM) ysial The recording plane intensity distributionghis case were
calculated using the Stratton-Chu formula for thuefield.

An electric field was calculated at the recordingng by both scalar, paraxial operator method and-BM. As
mentioned above, FEM analysis produced electridgiéor the two cases, TE and TM. The results hosve in Fig. 8.
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Fig. 8. Electric field intensity at the recordiniape. TE, TM correspond to rigorous vector simolasi, Scalar corresponds
to paraxial, scalar simulation. The phase stefiiated in the vicinity of the focal DB center.

The intensity profiles of Fig. 8 exhibit differerecdoth between rigorous and scalar results andeeetWE and TM
themselves. Although the actual values may chassga function of phase step position relative to B intensity
distribution it is readily observed that the maximuntensity difference between TE and TM is aboui 6f peak
intensity. This anisotropy has important implicagdut its treatment is outside the scope of tluigkw

A more important result is the difference betwdssm normalized intensity distribution correspondiagcalar, paraxial
approximation result and the normalized intensisgribution corresponding to rigorous vector result
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Fig. 9. Absolute value of the difference, in pettsesf maximum intensity at the recording planewsein normalized result
of scalar, vector simulation and normalized resofltgigorous, vector simulations, as shown in Rg.Solid line
corresponds to the absolute value of the differebeveen scalar result and TE result while the eéslne
corresponds to the TM result.

Fig. 9 presents plots of the absolute values of differences between the normalized scalar resudt the two
components of the vector as presented in Fig. 8. diffierences are given as percents of the maxinmsemsity value
over the recording plane with the phase step positl at the DB center. In this case the maximuuwr elue to the scalar
approximation is about 10% of the peak intensitgt @rmay reach up to 15% for other relative posisidoetween the



phase step and the DB. Nevertheless, it shouldepé ik mind that such high error values are preseht at certain
locations along the recording plane while for tbstiof the recording plane the error is below of 5%

5. ERROR CONSIDERATIONSOF SENSITIVITY

5.1 Sensitivity evaluation

The results presented in the previous section ateit¢hat although the inaccuracies due to numespatture are
relatively low — about 1%, the errors due to thpresentation of investigated objects as thin optdements are
somewhat significant — reaching 15%. Fortunate$ylaang as we can treat optical fields as beingiooots (at the
relevant scale), this intensity error becomes legsortant since we calculate the sensitivity asoatput intensity
difference between two consecutive positions. Kan®le, the sensitivity for a 5 nm position chanfi¢the phase step,
that corresponds to the output intensities of 8jgs shown in Fig. 10. The vertical axis represgrcents of maximum
output intensity. Clearly, the errors in sensifiwiallues do not exceed 0.1% of maximum output Bitgn

0.5

-
e

o

o
o1

=-==-Scalar

% of max intensity

22 -0.1 0 0.1 0.2
recording plane distance

Fig. 10. Change in the output intensity distribusiaf Fig. 8 for a 5 nm shift in the position of thiease step.

An example for experimental sensitivity analysist®wn Fig. 11. The sensitivity to a position sbffthe phase step is
calculated as a relative difference between totatlew powers corresponding to consecutive phagesitions. The

sensitivity is plotted against phase step positelative to the DB. In fact, the curves in Fig. are derivatives of the
corresponding curves in Fig. 6.

In this case, the difference between scalar sinamand experiments is of the same order as tHerédifce between
different experiments. This is probably due to @asi distortions that were present in the experialesgitup and the fact
that the window power analysis method averagesgitie over a certain area, thus mitigating theuefice of local
errors.

It is noteworthy that an experimental prototype DEroscopic system exhibits sensitivity of abouh20

5.2 Sensitivity capabilities of DB microscopy

The experimental results described above correspmdspecific laboratory system and they do nptegent the full
potential of DB microscopy. For instance, the fao&tnsity distribution for an ideal case (of NA4f).as shown in Fig.
2, is about three times thinner than the corresipgntbcal intensity distribution of the experimengingular beam.
Therefore additional paraxial, scalar simulatioresenperformed to investigate the capabilities of iBroscopy.

The additional capability simulations assumed agalidbptical system with NA=0.4 and SNR=30dB. Simila the

above, these simulations used a phase step ageut otodel. The simulations checked two cases: bt shift and
phase step height change. As it is demonstratdeign11, the sensitivity is not uniform across vas phase step
positions. Similarly it is not uniform across varophase step heights. Consequently, a sensitivtiyff value was
chosen such that it will hold for approximately 8@¥ophase step situations (positions in the cagghabe step lateral
movement). This ensures that the following simalatiesults have practical, rather that purely tegcal meaning. The



results are: 2.5nm sensitivity for lateral phasp shift and 1.25nm sensitivity for phase step lite@hange. In the
course of result derivation an assumption was tisgickhe optical field is continuous for the invedivscale.
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Fig. 11. Total window power sensitivity as a fuoctiof phase step position. The results are noredlia 20nm phase step
shift that was used in experiment C. Vertical agisni percents of maximum window power, horizontakas phase
step shift in microns. Semi dotted curve is simatgtother curves — experiments.

These remarkable results were obtained for surfagjects possessing some nanoscale features, wiaichbe
successfully approximated by thin optical eleméntsere paraxial, scalar simulation errors relativeigorous, vector
treatment, are kept at the acceptable level). Asstoface objects of nanoscale dimensions, wheraxj@, scalar
treatment produces errors of the same order az#udt, a full set of rigorous, vector simulatiansst be carried out so
as to obtain a credible result.

6. CONCLUSIONS

A modeling procedure for SB microscopy was preskmtith the help of a case study involving a DB roggope and a
phase step as an object. For the analysis of thsunement data emphasis was placed on the padgsiffiieal-time on-

line processing. The high speed of analysis, edateparaxial, scalar simulation approach had iitsepthough, when
accuracy was concerned. A comparison of simulatésults with a rigorous vector model yielded pariaors as high

as 15% (of peak intensity), while a typical erraswof an order of 5%. In spite of that, the coroesiing sensitivity, due
to its differential nature, exhibited similarity thobetween scalar simulations and rigorous simutatiand between
scalar simulations and experiments. DB microscamsiivity capabilities, as predicted by paraxsmalar simulations,
were found to be of the order of 1nm.
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