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ABSTRACT. A method and algorithm of flattening of folded surfaces
for two-dimensional representation and analysis of medical images are
presented. The method is based on extension of classical results of
Gehring and Viisdla regarding the existence of quasi-conformal and
quasi-isometric mappings.

The proposed algorithm is basically local and, therefore, suitable for
extensively folded surfaces encountered in medical imaging. The theory
and algorithm guarantee minimal distance, angle and area distortion.
Yet, it is relatively simple, robust and computationally efficient, since it
does not require computational derivatives. Both random starting point
and curvature-based versions of the algorithm are presented.

We demonstrate the algorithm using medical data obtained from real
CT images of the colon and MRI scan of the human cortex.

Further applications of the algorithm, for image processing in general
are also considered.

Moreover, the globality of this algorithm is also studied, via extreme
length methods for which we develop a technique for computing straight-
est geodesics on polyhedral surfaces.

1. INTRODUCTION

2D representation by flattening of 3D object scans is a fundamental step,
required in medical volumetric imaging. For example, it is often required
to present three-dimensional fMRI scans of the brain cortex as flat two-
dimensional images. In the latter case it is possible, for example, to better
observe and follow up developments of neural activity within the folds. Flat-
tening of 3D-scans is in particular important in CT virtual colonoscopy; a
non-invasive, rapidly advancing, imaging procedure capable of determining
the presence of colon pathologies such as small polyps [16]. However, be-
cause of the extensive folding of the colon, rendering of the 3D data for
detection of pathologies requires the implementation of cylindrical or planar
map projections [17]. In order to map such data in a meaningful manner, so
that diagnosis will be accurate, it is essential that the geometric distortion,
in terms of angles and lengths, caused by the representation, will be mini-
mal. Due to these medical applications, this problem has attracted a great
deal of attention in the last few years.
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1.1. Related Works. As stated above, the problem of minimal distortion
flattening of surfaces attracted, in recent years, a great attention and inter-
est, due to its wide range of applications.

In this section we briefly review some of the methods that were proposed
for dealing with this problem.

1.1.1. Variational Methods. Haker et al. ([16], [17]) introduced the use of
a variational method for conformal flattening of CT/MRI 3-D scans of the
brain/colon for the purpose of medical imaging. The method is essentially
based on solving Dirichlet problem for the Laplace-Beltrami operator Au =
0 on a given surface ¥, with boundary conditions on d¥. A solution to
this problem is a harmonic (thus conformal) map from the surface to the
(complex) plane. The solution suggested in [16] and [17] is a PL (piecewise
linear) approximation of the smooth solution, achieved by solving a proper
system of linear equations. A further development of this method, based
upon the existence of a area-minimizing diffeomorphism between surfaces is
given in [2].

1.1.2. Circle Packing. Hurdal et al. ([21]) attempt to obtain such a confor-
mal map by using circle packing. This relies on the ability to approximate
conformal structure on surfaces by circle packings. The authors use this
method for MRI brain images and conformally map them to the three pos-
sible models of geometry in dimension 2 (i.e. the 2-sphere, the Euclidian
plane and the Hyperbolic plane). Yet, the method is applicable for surfaces
which are topologically equivalent to a disk whereas the brain cortex surface
is not. This means that there is a point of the brain (actually a neighbor-
hood of a point), which will not map conformally to the plane, and in this
neighborhood the dilatation will be infinitely large. An additional problem
arises due to the necessary assumption that the surface triangulation is ho-
mogeneous in the sense that all triangles are equilateral. Such triangulations
are seldom attainable.

1.1.3. Conformal Modulus. In the sequel [22] of their previously cited work,
Hurdal and Stephenson employ conformal modulus, computed by extremal
length methods, mainly to extract(compute) local features in the mapping
of the human cerebellum.

1.1.4. Holomorphic 1-forms. Gu et al. ([14], [15], [13]) are using holomor-
phic 1-forms in order to compute global conformal structure of a smooth
surface of arbitrary genus given as a triangulated mesh. holomorphic 1-
forms are differential forms (differential operators) on smooth manifolds,
which among other things can depict conformal structures. The actual com-
putation is done via computing homology/co-homology bases for the first
homology/co-homology groups of the surface, Hq, H' respectively. This
method indeed yields a global conformal structure hence, a conformal pa-
rameterization for the surface however, computing homology basis is ex-
tremely time consuming.
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1.1.5. Angle Methods. In [31] Sheffer et al. parameterize surfaces via an an-
gle based method in a way that minimizes angle distortion while flattening.
However, the surfaces are assumed to be approximated by cone surfaces, i.e.
surfaces that are composed from cone-like neighborhoods.

In all the above-mentioned methods the outcome is in fact not a conformal
map but a quasi-conformal map. This fact implies that all the geometric
measures are kept up to some bounded distortion. Yet, sometimes the resul-
tant distortion may render the data to become unacceptable. This is due to
the fact that, in general, a surface is only locally conformal to the plane so,
if one tries to flatten a surface in some manner of globality, the best result
is obtained by means of a quasi-conformal flattening. Given this fact, it
would be desirable to have a precise bound on the distortion caused by the
flattening. However, none of the mentioned methods is capable of yielding
such a bound.

The main algorithm presented in this paper proposes yet another solution
to this problem. The proposed method relies on theoretical results obtained
by Gehring and Vaisala in the 1960’s ([12]). They were studying the exis-
tence of quasi-conformal maps between Riemannian manifolds. The basic
advantages of this method resides in its simplicity, in setting, implementa-
tion and its speed. Additional advantage is that it is possible guarantee
not to have distortion above a predetermined bound, which can be as small
as desired, with respect to the amount of localization one is willing to pay
(and, in the case of triangulated surfaces, to the quality of the given mesh).
In fact, the proposed method is — to the best of our knowledge — the only
algorithm capable of computing both length distortion and angle dilatation.
The suggested algorithm is best suited to cases where the surface is complex
(high and non-constant curvature) such as brain cortex/colon wrapping, or
of large genus, such as skeleta, proteins, etc. Moreover, since together with
the angular dilatation, both length and area distortions are readily com-
putable, the algorithm is ideally suited for applications in Oncology, where
such measurements are highly relevant.

The proposed method is basically local. In order to assess the extent at
which this method can be made global we use the conformal modulus as mea-
sure. We test this approach on CT-scans of the human colon. This requires
the computation of geodesics on the colon surface which is a topological
cylinder. In this paper we propose a modified version of an algorithm due
to Polthier and Schmies [27] for finding straightest geodesics on triangulated
surfaces.

In addition, we consider the use of the presented algorithm in the wider
context of image processing.

The body of the paper is organized as follows: In Section 2 we bring the
necessary background material: quasi-conformal and quasi-isometric map-
pings, admissible surfaces, moduli of quadrilaterals and rings and the ex-
tremal length method; as well as some basic facts on quasi-geodesics on
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polyhedral surfaces. Section 3 is dedicated to the presentation of our main
algorithms: the global one, based on conformal moduli, and where we ap-
ply a surface dissection method using P L-quasi-geodesics; and the local one
stemming from the seminal work of Gehring and Vaisdla/ The following
section is dedicated to the analysis of the experimental results, for both our
main algorithms. In addition, an application of admissible surfaces to the
analysis of black-and-white images is also included here. Finally, in Section
5 we sum-up the methods and results presented and consider a number of
further developments and improvements.

2. THEORETICAL BACKGROUND

2.1. Quasi-Conformal Mappings.

Definition 2.1. Let D C R™ be a domain; n > 2 and let f : D — R" be a
homeomorphism. f is called quasi-conformal iff
(i) f belongs to W2 (D),

and
(ii) there exists K > 1 such that:
(2.1) |f'(@)|" < KJf(z) ae.;

where f’(x) denotes the formal derivative of f at z, |f'(z)| = sup 1|f’(:c)h],

and where J¢(x) = detf'(x). The smallest number K that satisfies (2.1) is
called the outer dilatation, Ko(f), of f.

One can extend the above definitions to oriented, connected C* Riemann-
ian manifolds as follows:

Definition 2.2. Let M™, N be oriented, connected C*° Riemannian n-
manifolds, n > 2, and let f : M™ — N be a continuous function. f is called
locally quasi-conformal iff for every x € M™, there exist coordinate charts

(Uzs p2) and (Viy, ¥ s(z)), such that f(U,) C Vi) and g = ¢py 0 f o !

is quasi-conformal.

If f is locally quasi-conformal, then T, f : T,(M"™) — Ty, N™ exists for
a.e. x € M™.

Definition 2.3. Let M"™, N™ be oriented, connected C*>° Riemannian n-
manifolds, n > 2, and let f : M™ — N™ be a homeomorphism. f is called
quasi-conformal iff

(1) f is locally quasi-conformal and
(2) there exists K,1 < K < oo, such that

(2.2) T f|" < KJy(x)
for a.e. x € M™.

If f is quasi-conformal, then there exists K > 1 such that the following
inequality holds a.e. in M™:
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(2.3) Jy(e) < K inf [T fh]"

i
|h|=
By analogy with the outer dilatation we have the following definition:

Definition 2.4. The smallest number K’ that satisfies inequality (2.3) is
called the inner dilation K;(f) of f. The mazimal dilatation of f is defined
as max(Ko(f), K7(f)). A mapping f is called K-quasi-conformal iff there
exists K > 1 such that K(f) < K.

The dilatations are simultaneously finite or infinite. Indeed, the following
inequalities hold:

Ki(f) < Kg7'(f) and Ko(f) < K7 7(f)-

In some cases(applications) it is more convenient to employ(make appeal
to) the metric definition of quasi-conformality, via(by means of) the linear
dilatation:

o o max | |f'(z)h]
(z,f) = (f(x))—W-
The following relationship between the maximal and linear dilatations

holds:

H(z, f) < K*™ forallz € D.
2.1.1. Quasi-Isometries and Projections.

Definition 2.5. Let D C R" be a domain. A homeomorphism f: D — R"
is called a quasi-isometry (or a bi-lipschitz mapping), if there exists 1 < C' <
oo such that

1
(2.4) 5!191 —p2| < [f(p1) — f(p2)| < Clp1 — p2|, for all p1,p2 € D;

where “|-|” denotes the standard (Euclidean) metric on R™.
C(f) = min{C'| f is a quasi — isometry} is called the minimal distortion
of f (in D).

Remark 2.6. Evidently, the above definition readily extends to general met-
ric spaces. In particular, for the case of hypersurface embedded in R",
distances are the induced intrinsic distances on the surface.

Definition 2.7. Let D be a domain in R” and let f : D — R” be a
mapping. f is called a local C-quasi-isometry (in D) iff for every C’ > C
and for any x € D, there exist a neighbourhood U,, C D of z, such that f|y,
is a quasi-isometry with maximal dilatation C".
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Local quasi-isometries have an important physical interpretation: Let
C(D) = sup{C |any f local C—quasi — isometry is injective in D}. Then,
if D is regarded as an elastic body and f as deformation of D under the
influence of a force field, then C(D) represents the critical strain, i.e. the
strain under which D collapses onto itself.

If f is a quasi-isometry, then

(2.5) K(f) < C(f)*.

It follows that any quasi-isometry is a quasi-conformal mapping (while,
evidently, not every quasi-conformal mapping is a quasi-isometry).

Definition 2.8. Let S C R" be a connected, (n — 1)-dimensional set. S
is called admissible (or an admissible hypersurface) iff for any p € S, there
exists a quasi-isometry i, such that for any € > 0 there exists a neighbour-
hood U, C R" of p, such that i, : U, — R" and i,(SNU,) = D, C R"1,
where D, is a domain, and such that C(i,) satisfies:
(1) sup C(ip) < o0;
peS
and

(73) esssup C(ip) < 1+€.
peES

R2

FIGURE 1. An Admissible Surface

Let S € R™ be a set homeomorphic to an (n — 1)-dimensional domain, 7
be a fixed unitary vector, and p € S, such that there exists a neighbourhood
V C S, such that V ~ D"!, where D"~! = {z € R"!|||z|| < 1}. More-
over, suppose that for any ¢1,q2 € S, the acute angle £(q1g2,7) > a. We
refer to the last condition as the Geometric Condition or Gehring Condition
(see [12]).

Then, for any z € V there exists a unique representation of the following
form:
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FI1GURE 2. The Geometric Condition

T =qy+un;
where ¢, lies on the hyperplane through p, which is orthogonal to 7 and
u € R.
Define:
Pr(z)=q,.
Remark 2.9. 71 need not be the normal vector to S at p.

By [9], Corollary 1, p. 338, we have that for any pi,ps € S and any
a € R, the following inequalities hold:

a
1 Ip1 — p2| < |Pr(p1) — Pr(p2)| < Alp1 — p2l;

where

[(acsca)? —2a + 1)°.

N | —

1
A= 5[(CLCSC05)2 +2a +1]* +

In particular, for a = 1 we get that

(2.6) C(f) <cota+1

and

(2.7) K(f) < ((%(cota)2 —1—4)% + %cota)n < (cota+1)".

From the above discussion we conclude that S C R? is an admissible
hypersurface if for any p € S there exists 7, such that for any € > 0 there
exists U, ~ D? such that for any g1, g2 € U, the acute angle £(q1g2, ) > a,
where

1) inf o, > 0
(4) inf ap

and



EMIL SAUCAN, ELI APPLEBOIM, EFRAT BARAK, RONEN LEV AND YEHOSHUA Y. ZEEVI

m
i) essinf oy, > — — €.
( ) peS P = 9
Example 2.10. Any hypersurface in S € R3, that admits a well-defined
continuous turning tangent plane at any point p € S is admissible.

Definition 2.11. Let S, 55 be two admissible surfaces and let f : S; — S5
be a homeomorphism (between them). Let p; € S; be a generic point of S;
and denote po = f(p1). Let ip, : Up, — Dp,,ip, : Upy, — Dp, denote the
quasi-isometries associated with pq,po, respectively. f is called K-quasi-
conformal iff K(g,) satisfies the following inequalities:

(2) sup K(gp) < 00

peS
and
(1) esssup K (ip) < K +¢;
peS
where K, denotes the maximum dilatation of g, = iy, o f o z’;gl. The

smallest number K for which f is K-quasi-conformal is called the maximal
dilatation of f and is denoted by K(f).

PR iy PR
/-ﬁf.

FIGURE 3

Furthermore, the dilatations of f and g,, and the distortions of i,, and
ip, are interrelated by the following inequality:

(2.8) Ky, < KC(ip, 200 iy, )20,

2.2. Conformal Modulus and Extremal Length.
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2.2.1. The Conformal Modulus.

Definition 2.12. A quadrilateral is a simply connected planar domain

Q) together with four points z1,z29,23,24 € 0@, where the order of the

points 21, 22, 23, z4 agrees with the positive orientation on 0Q). The points

21, 22, 23, z4 are called the vertices of () and the arcs determined by z1, 29, 23, 24
on Q) are called the sides of QQ: Z1 22, 2324 are called the a-sides and 2523, Z421

are called the b-sides.

From the Riemann Mapping Theorem (see, e.g. [25], p. 13) it follows that
any any quadrilateral may be mapped on the quadrilateral Q' (—%, —-1,1, %),
0 < k < 1; where Q' is the upper half-plane.

-1 -1/k 1/k 1

FIGURE 4

Since any three points on the boundary of () determine the mapping
completely, it follows that quadrilaterals are partitioned into equivalence
classes.

By classical results in elliptic function theory it follows that

)= [ &
Y O - )
maps Q’(—%, 1,1, %) onto a rectangle R. If wy denotes the mapping from @
onto Q’, then the canonical mapping of Q: w = wy owy maps the quadrilat-
eral @) conformally onto the canonical rectangle R = R(Q) = {z+iy |0 <z <
a,0 < y < b}. Therefore, any conformal class of equivalence of quadrilat-
erals contains rectangles. Conversely, any conformal mapping between two
rectangles is a similarity transformation. Moreover, since similar rectangles
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obviously belong to the same equivalence class, all canonical rectangles of a
given quadrilateral ) have the same ratio of the sides a/b = M(Q) (hence
the denomination of the a-sides and b-sides). The number M(Q) is called
the conformal module (modulus) of the quadrilateral Q. It follows from the
discussion above that two quadrilaterals are conformally equivalent iff they
have the same module.

Remark 2.13. M (Q(z1, 22, 23, 24)) = M (Q(23, 24, 21, 22)) = 1/M (Q(z2, 23, 24, 21)).

2.2.2. Extremal Length — The Length-Area Method. The extremal length
method — introduced by Beurling in 1946 — represents the sought for tool
for computing the moduli of quadrilaterals:

[ J ' (2)do
2.9 M(@Q) = -
(2.9 D= Catpee, fo 1w @)

Here C, denotes the family of locally rectifiable Jordan arcs included in
@, that connect the a-sides of ) and w denotes the canonical mapping of Q
onto the canonical rectangle R.

The problem with the estimate above resides in the fact that it is given
by using a certain conformal (i.e. 1-quasi-conformal mapping). Therefore a
definition of the modulus of a quadrilateral that makes no appeal to quasi-
conformality is desirable. Fortunately enough, such a definition exists and
is given by the following formula:

inf mg(Q)
€P (infgec, lo(B))

Here P denotes the family of non-negative Borel-measurable functions on
Q, such that fﬁ o(2)|dz| > 1, for all 8 € C,. The infimum is attained for

0 = |w'|, where w is the canonical mapping of Q.

(2.10) M(Q) =

7 -

2.2.3. The Modulus of a Ring. One can also define the modulus of a ring
domain R, i.e. of a doubly connected planar domain. This is done in analogy
to the definition of the modulus of a quadrilateral, but in this case one maps
conformally R onto an annulus A = {0 < ri|z| < ro < oco}. Here we will
consider only proper annuli, i.e. such that r; # 0,79 # oco. In this non-
degenerate case, the modulus of the ring R is defined as M(R) = log 2.

As expected, there is a close connection between the moduli of the two
types of domains. Indeed, given an annulus A of radii r1,7y, one can cut
it along the segment [ri,r2], and conformally map it onto a quadrangle Q.
The foreseen result holds, i.e. the moduli of R and () are equal.

The extremal methods applied in the case of quadrangles are also valid
for rings and rend formulas similar to (2.9) and (2.10), which, for the test
function ¢ = 1 become:
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_ mine(length(c))? )
(2.11) MR) == R
and

o Area(R) ]
(2.12) M(R) =2 min. (length(v))?’

respectively, where oo and ~y are types of curves depicted in the figure below,
i.e. v is a locally rectifiable arc connecting the two boundary components of
R, 01 R and 0o R, and « is a locally rectifiable simple closed curve, separating
81R and 82R.

0C

FIGURE 5

2.2.4. Quasi-Conformal Mappings Between Annuli. Let R, R’ be annuli, and
f: R — R’ be a K-quasi-conformal mapping of R onto R’. Then:

(2.13) % < ]]\\44((];))

Note that, again, a parallel result holds for quadrangles.

<K.

2.3. Quasi-geodesics on Polyhedral Surfaces. In any path-metric spaces
the natural definition of geodesics is that of shortest curves. Therefore in any
combinatorial (including PL) context, the notion of “shortest path” desig-
nates global shortest path, with the obvious implementation short-comings.
Thus, one is faced with a properly classical combinatorial (and computa-
tionally hard) problem of finding paths with global shortest length.
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However, in differential geometry geodesics are classically defined locally
as straightest paths. This is a straightforward generalization stemming from
one of the characterizations of Euclidean lines (see [19]). For smooth (differ-
entiable) surfaces (and higher dimensional manifolds) the condition a curve
must satisfy to be a geodesic is that: k, = 0, where k; denotes the geo-
desic curvature (see [10]). It is a classical result of differential geometry that
geodesics are precisely the locally shortest paths (see, e.g. [10], Propositions
4.6.4 and 4.6.5). Note that k4 is an intrinsic notion, i.e it depends solely
upon the inner geometry (metric) of the surface (manifold), and not upon
its embedding in R? (R") (see, e.g. [7], Lemma 1.6.3). Also, it is important
to recall that uniqueness and shortness of geodesic hold only locally, as the
well known examples of the sphere and (right circular) cylinder illustrate.
Moreover, even the global existence of shortest geodesics is not assured for
all surfaces (manifolds), as the example of R?\ {0} with the Euclidean metric
shows.

The following widely cited differential geometric criterion for a curve (e.g.
on a surface) to be a geodesic:

d?u’ i ;. dud duf

— r———— =0, i=1,2;
ds? ik ds ds !

Jk=1
where F; i are the Christoffel symbols (of the second kind):

;1 1 (09 095k Ogi
T = gl J Ik ? .
k9 Zl:g <8uk T ow " ow )’

and where:

g1 =E,g12 = g21 = F, g2 = G and (¢") = (gz‘j)il;
is obviously not applicable in the case of PL surfaces. (It only serves to
justify the following authoritative but, unfortunately usually forgotten fact
([7]): “There are extremely few surfaces on which geodesics (and a fortiori
shortest routes) can be more or less explicitly determined.”.
We can however try and apply the above condition x, = 0. Again, the
differentiable formula for the computation of the geodesic curvature:

1 dv du dy

" T OVEGL Yt ”dt] dt

is of little relevance for triangulated surfaces. Instead we can apply the

following formula, due to Polthier and Schmies, and an extension of previous

results of the Alexandrov school (see [1], [28]), for the computation of 4 for
curves on 2-dimensional polyhedral surfaces,

VB ()
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More precisely, let v be a PL curve v on a polyhedral surface, and let
p € 7 be a vertex of the polyhedral surface. Then the discrete geodesic
curvature of v at p is given by following formula:

2w /0
Kg(7,v) = 7(5 —/3>
where (3 represents a choice (i.e. the smallest) of the angle of v at p — see
Fig. 6 where ¢ represents the discrete straightest geodesic (at p), defined as

in Fig. 7.

Kvp) = (2 —P)

FIGURE 6. Discrete geodesic curvature at a vertex point of
a polyhedral surface

FIGURE 7. Straightest geodesic through a vertex point of a
polyhedral surface

In this discrete approach to geodesic curvature, r4(e) = 0, for any edge
e. To include the geodesic curvature of the edges one can apply the the
following formula:
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B . Kg(e)zl(Nvlva)
where N,,, N,, represent the computed normals at the vertices that define e
(See. Fig. 8).

FIGURE 8. Discrete geodesic curvature along an edge of a
polyhedral surface

3. METHODS AND ALGORITHMS

3.1. Global Viewpoint. The algorithm that was used to find quasi-geodesic
paths on the triangulated approximation of the colon surface is, essentially,
we implemented the algorithm proposed in [27] (see also the discussion on
P L-quasi-geodesics in Section 2.3 above), with the minor following addi-
tional constraint that that the path is allowed to run only along edges of the
triangulation. Accordingly, for a given direction and a given initial vertex,
the algorithm computes the straightest possible path which stretches from
the given given vertex in the given direction, under the above limitation
that it pathes along edges. Since we employed this method for determining
“quasi-generators” on the very thin topological cylinders produced by the
scanning process of the colon, the quasi-geodesics it produces are, in fact,
proper geodesics (with the said proviso of running only on the edges of the
triangulation).

3.2. Local Viewpoint — Gehring-Vaisald. We will present in this section
the algorithm that is used for obtaining a quasi-isometric (flat) representa-
tion of a given surface. First assume the surface is equipped with some
triangulation T'. Let N, stand for the normal vector to the surface at a
point p on the surface.

Second, a triangle A, of the triangulation must be chosen. We will project
a patch of the surface quasi-isometrically onto the plane included in A. This
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patch will be called the patch of A, and it will consists of at least one triangle,
A itself. There are two possibilities to chose A, one is in a random manner
and the other is based on curvature considerations. We will refer to both
ways later. For the moment assume A was somehow chosen. After A is
(trivially) projected onto itself we move to its neighbors. Suppose A’ is a
neighbor of A having edges ey, es, €3, where e is the edge common to both
A and A’

We will call A’ Gehring compatible w.r.t A, if the maximal angle between
eg or es and Na (the normal vector to A), is greater then a predefined
measure suited to the desired predefined maximal allowed dilatation and
distortion, i.e. max{p1,p2} > «a, where p; = L(ez, Na), p2 = £L(e3, Na);
(cf. Equations (2.6), (2.7)).

We will project A’ orthogonally onto the plane included in A and insert
it to the patch of A, iff it is Gehring compatible with respect to A.

Np

FIGURE 9. Gehring Compatible Triangles

We keep adding triangles to the patch of A moving from an added triangle
to its neighbors (of course) while avoiding repetitions, till no triangles can
be added. If by this time all triangles where added to the patch we have
completed constructing the mapping. Otherwise, chose a new triangle that
has not been projected yet, to be the starting triangle of a new patch. A
pseudocode for this procedure can be easily written.

Remark 3.1. The algorithm was implemented in two versions, or more pre-
cisely two possible ways of processing, automatic versus user defined.

(1) Automatic means that the triangles serving as base points for the
patches to be flattened are chosen automatically according to cur-
vature, as stated in Remark 3.1. The discrete curvature measure
employed is that of angular defect, due to its simplicity and high
reliability (see [32]).

(2) User defined means that at each stage the user chooses a base triangle
for some new patch.
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Remark 3.2. One should keep in mind that the above given algorithm, as
for any other flattening method, is local. Indeed, in a sense the (proposed)
algorithm gives a measure of “globality” of this intrinsically local process.

Remark 3.3. Our algorithm is best suited for highly folded surfaces, because
of its intrinsic locality, on the one hand, and computational simplicity, on
the other. However, on “quasi-developable” surfaces (i.e. surfaces that
are almost cylindrical or conical) the algorithm behaves similar to other
algorithms, with practically identical results.

4. EXPERIMENTAL RESULTS

4.1. Quasi-geodesics and Conformal Modulus. In this subsection we
will present the results that where obtained when implementation of the
algorithm for finding straightest quasi-geodesic path along the colon and
the conformal modulus that was computed with respect to this presumably
best cut of the colon surface in order to try and map it globally onto a flat
region.

4.1.1. Quasi-geodesics. From every possible vertex on the top end of the
surface (see figure below) the straightest path from it to the the bottom
end was found. The figure shows the shortest of all thus obtained quasi-
geodesics. This “quasi-shortest” path is the one by which the conformal
modulus was assessed. Its length is 9.82.

4.1.2. Conformal modulus. Let v be the shortest quasi-geodesic path found
as above. Let its length be denoted by L(y) and as mentioned above equals
9.82. After cutting the colon surface along ~, the resulting surface is a
topological rectangle denoted by Q. Yet, its top/bottom sides may be of
different lengths (see figure below). Let Lyua0 (Limin) denote the length of
the longest (respectively shortest) length of these sides. In the context of
Section 2.2.3 The quasi-geodesic path 7 corresponds to the path v of (2.11)
while for the circle ¢ we will shall employ Lyp.
Using (2.10) and (2.11) we have that

L2,,  175.68?

min

Area(Q) 2051

2051  Area(Q)
9.822 L2

=15.04 < M(Q) < 21.26 =

One can also make appeal to Formula (2.13) (or rather to its counterpart
for quadrilaterals). For our purposes we shall compare the given irregular
cylindrical surface C' (i.e. colon slice) to the mean cylinder Cps, where the
height and circumference of C; are the mean height, 14, and circumference,
190, of C, respectively. By some elementary computations we find that the
lower bound for K = Ky, in the case when R = C' and R’ = Oy, is 1.5.
While this appears to suggest that the mapping f is rather close to being
conformal, recall that this is only a very crude estimate, based upon a rough
averaging process. In fact, there are regions that can be mapped practically
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FiGure 10. Two different views of the shortest quasi-
geodesic on the “back side” of the colon surface.

conformally, and others where the required dilatation is extremely high (see
Section 4.2 bellow and Figures 13, 14 and 15, therein).

4.2. Flattening Algorithm. We proceed to present and discuss exper-
imental results obtained by applying the proposed algorithm for surface
flattening, both on synthetic surfaces and on data obtained from CT scans.
Different GUI’s, each presenting specific fine tunings, were employed. A fully
functional improved GUI, including all the features of the previous versions
and a number of additional ones, allowing the implementation of all the
described algorithms is currently under construction and will be available
soon.
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In each of the examples both the input surface and a flattened represen-
tation of some patch are shown. Details about mesh resolution as well as
flattening distortion can also be provided, as well as the number of patches
needed in order to flatten the whole surface.

The algorithm was implemented in two processing modes — automatic and
user defined:

(a) Automatic means that the triangles serving as base points for the
patches to be flattened are chosen automatically according to curvature
(Section 3). The discrete curvature measure employed is that of angular
defect, due to its simplicity and high reliability (see [33]).

(b) User defined means that at each stage the user chooses a base triangle
for some new patch (e.g. Fig. 11 bottom).

Experiments have shown that results of the automatic process are similar,
in terms of the dilatation, to those obtained from the user defined process
yet, in order to flatten entire surface in the user defined method, one needs
on the average 25% more patches. The need for gluing patches together into
a global image is clear (and is well known in Radiography as the “pantomo-
graph”).

However, here we do not address the problem of properly gluing patches.
Therefore, in the example depicting the flattening and gluing patches, of
half of the triangulated surface obtained from 3 CT-scan slices of the human
colon, there are “holes” in the flattened representation, caused by artificially
gluing neighboring patches to each other (see Fig. 13).

Evidently, as made apparent by the colon flattening example above, one
can have two neighbouring patches, with markedly different dilatations/distortions,
which result in different lengths for the common boundary edges. Therefore,
“cuts” and “holes” appear when applying a “naive” gluing. The discontinu-
ities appear at the common boundary of two patches obtained from regions
with very different curvature. Indeed, the “back part” (Fig. 14 top) seems
close enough to be half of a cylinder (and thus developable) but in fact it is
highly folded and creased (see Fig. 14 bottom).

In fact, the surface to be represented is a less flatter (topological) cylin-
der that visualized above, and with a “very bad” triangulation (Fig. 16,
middle ). This is a direct result of the scanning process, due to the difficulty
to discern between colon and other tissues and between different folds of
the colon (Fig. 16, bottom). This results in noisy data (Fig. 16, above)
producing the “bad” triangulation observed.

Note that for small angles o (and hence for low dilatation/distortion)
even non-simply connected patches may be obtained (e.g. Fig. 11 bottom,
left). This is an immediate consequence of the algorithms’ high sensitivity
to curvature, quality that renders it highly suitable for discovering tumors,
for instance in the colon, where they are associated with high curvature
(Section 5).
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FIGURE 11. Flattening of 3D Cerebral Cortex data obtained
by MRI. The resolution is 15, 110 triangles, the chosen angle
of 5° produces a dilatations of 1.0875. The location of the
cortical region selected for flattening (upper image) and a
non-simply connected patch (bellow). Notice the position of
the starting vertex for the flattening algorithm.

4.3. (Black-and White) Images. Inrecent years it became common amongst
the image processing community, to consider images as Riemannian mani-
folds embedded in higher dimensional spaces (see, e.g. [18], [23], [29]), the
embedding manifold usually being R™. For example, a gray scale image is
a surface in R3, whereas a color image is a surface embedded in R, each
color channel representing a coordinate. In both cases the intensity, either
gray scale or color, is considered as a function of the two spatial coordinates
(x,y) and thus the surface may be equipped with a metric induced by this
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FiGure 12. Pantomograph

FiGUurE 13. Colon Flattening: Image of one half of the tri-
angulated colon surface taken from 3 slices. Note the “cuts”
and “holes” due to a “naive” gluing method. Each color
represents different flattened patch.

function. such a viewpoint of signals is the ability to apply mathematical
tools traditionally used in the study of Riemannian manifolds, for image
processing as well. For example, in medical imaging it is often convenient
to treat CT/MRI scans, as Riemannian surfaces in R3. We bring bellow a
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FiGURE 14. Colon CT-Images: Colon surface image taken
from 3 slices of human colon scan. Images: curtesy of
Dr. Doron Fisher from Rambam Madical Center in Haifa.
Frontal view (upper image) and rotated image (bottom im-
age) revealing the high degree of folding.

few remarks concerning the applications of quasiconformal mappings in this
context.

Let D be a domain in R* ! and let v : D — R',u € C' denote the
grey scale (or luminosity) function. Define: S = {f(z)|z € D}, where
f(z) =z +u(z)e,, x € D, and where e,, = (0,...,0) € R™.

Then

Ki(f) = Ko(f) = K() = 57 (a+ Va?+1)”

where

a = sup |[u'(z)|.
z€D
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FiGure 15. Colon CT-Images: Colon surface image taken
from 3 slices of human colon scan. Another (detailed) view
of the fold in the colon surface.

In particular, for the cases of practical interest in (medical) imaging, that is

2
n = 2,n = 3 the maximal dilatation of f is K(f) = i (a +Va? + 4) , and

K(f)= % (a + Va2 + 4)3, respectively.

Note that f is gc iff a < oco. It also follows immediately that K(f) is
minimal for a = 0, that is for u = const. This produces the expected — yet
trivial — result that the dilatation of f, hence the that of the “photographic
surface” is minimal for gray shading.

As already mentioned above, it is easier or more expedient in some cases
to compute the linear dilatation (instead of the maximal dilatation). This
holds for n = 2, for which we obtain:

Hr, ) = (o' @) - VP +4)

It is also possible to extend this method to include other features, such
as RGB colours, luminosity, etc. in which case D € R* ¥, where k stands for
the number of added features uy, ..., u , by defining f(x) = v+> 1 <, <f, wi(T)€n—p4i-

We conclude this section by remarking that this application is perhaps
less relevant for plane (2D) images, which, indeed, may be regarded only
as a set of points of type (z,y,u(x,y)), where u is as above. Obviously the
geometry of the domain of definition D is of no real relevance. To recap-
ture a geometric content, one has, perhaps, to consider images as drawings,
i.e. a set of relevant curves (to be considered, e.g. as ridges, ribs, level,
curves, silhouettes, lines of curvature) on which an overlaying stratum of
grey-scale/luminosity is added. However, note that D = (S), and f~! = Pr
thus K(Pr) = K(f), where, as above, Pr denotes the orthogonal projection
of S onto R"!. Therefore, we thus obtain the maximal dilatation of the
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orthogonal projection of the gray-scale image onto the “hard-copy” photo-
graph. Another possibility is to consider proper surfaces in R3, in which
case the photographic surface is to be viewed (perhaps only locally) as a
4-dimensional hypersurface in R?.

5. CONCLUDING REMARKS AND FUTURE STUDY

From the implementation results it is evident that this simple to pro-
gram as well as efficient algorithm, also yields good flattening results and
maintains small dilatations even in areas where curvature is large and good
flattening is a challenging task. Moreover, since there is a simple way to as-
sess the resulting dilatation, the algorithm was implemented in such a way
that the user can set in advance an upper bound on the resulting dilatation.

Contrary to some of the related studies, our algorithm does not require the
use of derivatives. Consequently, the algorithm does not suffer from typical
drawbacks of derivative-base computations. Moreover, since no derivatives
are employed, no smoothness assumption about the surface to be flattened
are made, which makes the algorithm presented herein ideal for use in cases
where smoothness is questionable.

The algorithm may be practical use applications in cases where local
yet good analysis is required, in medical imaging, emphasizing accurate
and measurable flattened representation of the brain and the colon (vir-
tual colonoscopy). We have noted in the previous section the algorithm’s
high sensitivity to curvature and the advantage this provides in the detec-
tion of carcinogen polyps in the colon. In this context, it is important to
underline here the fact that quasi-conformal mappings, via the dilatation,
are are highly sensitive to even local variations in the geometry of the surface
under analysis. This renders them ideal to discern such minute variations,
as produced by polyps and that may be smoothed out (by flow methods)
or discarded as noise (by statistical methods). Another possible application
would be in the mapping of the human brain, since high curvature regions
are usually associated to more developed regions, and hence, for instance,
to higher intelligence. (We are thankful to Prof. Koby Rubinstein who
suggested this possible application). This type of application appears to be
useful in Comparative Anatomy and Paleontology. Such directions of study
are currently explored.

Further research is required however in processing from local to flat global
image in a more precise fashion, i.e. how can one glue two neighbouring
patches while keeping fixed bounded dilatation (i.e. to actually compute
the holonomy of the surface — see [33].) Indeed, we may flatten the neigh-
borhood of two vertices u, v, obtaining the flat images I, I,,, so that these
two neighborhood have some intersection along the boundary yet, it will
not be possible to adjust the resulting images to give one flat image I, U I,
of the union of these neighborhood which still keeping the quasi-isometric
property. Here too, study is underway.
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It should also be noted that, while the the application presented here is for
2D-images of 3D-surfaces, the results of Gehring and Vaisalé are stated and
proven for any dimension (and co-dimension). Therefore, implementations
for higher dimensions are also understudy.

Indeed, since the importance of studying the elastic properties of images
(i.e. that of isometries), as opposed to the rigid ones (i.e. quasi-isometries)
has been already stressed in [24] (see also [35]), and since planar quasi-
isometries almost preserve shape when strain is under the critical value
([11]), the application of quasi-isometries in higher-dimensional image pro-
cessing and related fields is necessary. In particular, experimental results
on the dilatation of grey-scale images (as considered in Section 4.3) are of
significant practical interest and are also currently underway.

An additional promising direction of study stems from the theory of quasi-
isometric/quasi-conformal mappings between admissible surfaces, with ap-
plications in face recognition.
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FIGURE 16. Colon CT-Images: noisy sampling (middle) pro-
ducing an uneven triangulation (upper image) due to the dif-
ficulty in discerning the targeted tissue (bottom).
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FIGURE 17. An abstract image as a surface given by the
grey-scale hight function.



