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Abstract

In this paper, we address the problem of redundancy-reduction of high-dimensional noisy signals that

may contain anomaly (rare) vectors, which we wish to preserve. For example, when applying redundancy

reduction techniques to hyperspectral images, it is essential to preserve anomaly pixels for target detection

purposes. Since rare-vectors contribute weakly to the ℓ2-norm of the signal as compared to the noise,

ℓ2-based criteria are unsatisfactory for obtaining a good representation of these vectors. The proposed

approach combines ℓ2 and ℓ∞ norms for both signal-subspace and rank determination and considers

two aspects: One aspect deals with signal-subspace estimation aiming to minimize the maximum of

data-residual ℓ2-norms, denoted as ℓ2,∞, for a given rank conjecture. The other determines whether the

rank conjecture is valid for the obtained signal-subspace by applying Extreme Value Theory results to

model the distribution of the noise ℓ2,∞-norm. These two operations are performed alternately using a

suboptimal greedy algorithm, which makes the proposed approach practically plausible. The algorithm

was applied on both synthetically simulated data and on a real hyperspectral image producing better

results than common ℓ2-based methods.

Index Terms

Signal-subspace rank, singular value decomposition (SVD), minimum description length (MDL),

anomaly detection, dimensionality reduction, redundancy reduction, hyperspectral images.
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I. INTRODUCTION

Redundancy reduction is one of the central problems faced when dealing with high-dimensional noisy

signals. In many sensor-array applications, signal vectors belong to a lower-dimensional subspace than the

observed data. This signal-subspace could be estimated and used for redundancy reduction by projecting

the observed data vectors onto it. The estimated signal-subspace properties should adequately reflect

needs of application that uses this low-dimensional subspace. In this paper, we focus on applications

that analyze anomaly vectors, such as target detection in hyperspectral images. Therefore, the estimated

signal-subspace should contain (preserve) such vectors. The knowledge of signal-subspace implies also

a knowledge of the corresponding signal-subspace rank. In a number of applications in the literature

the signal rank (order) is assumed to be known - such as the number of independent source signals in

Blind Source Separation via Independent Components Analysis [21]; the order of the channel FIR model

in blind single-input/multiple-output channel identification [15], [16], [17]; the signal-subspace rank in

linear system identification algorithms [7], [8], [10]; the number of individual pure spectra (endmembers)

in hyperspectral image processing [24], etc.

In practice, the signal-subspace and rank have to be estimated from observed vectors {xi}N
i=1, assumed

to satisfy the following linear model:

xi = Asi + zi, i = 1, . . . , N, (1)

where xi ∈ IRp is the observed random vector, zi ∈ IRp is the data-acquisition or/and model noise;

si ∈ IRr, and A ∈ IRp×r, (r ≤ p). In some of the applications above, si is a vector of hidden source

signals, A is some “mixing” matrix through which the sources are observed; while in a hyperspectral

application the columns of A are the pure materials spectra (endmembers) and si their corresponding

abundances [24]. The observed dimension p is obviously known, whereas the signal-intrinsic dimension

(rank) r is not.

A number of approaches have been proposed in the literature (see [18], [19], [20]) for signal-subspace

and rank estimation under the assumption that si and zi are independent, stationary, zero-mean and ergodic

random Gaussian processes. Under these assumptions, the estimated signal subspace is determined by

minimizing the ℓ2-norm of misrepresentation residuals belonging to the complementary subspace.The

classical methods are principal components analysis (PCA) for signal-subspace estimation and methods

like minimum description length (MDL) [11] and others [14] for rank determination.

In this paper, we propose a redundancy reduction approach for high-dimensional noisy signals con-
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taining anomaly (rare) vectors that, typically, contribute weakly to the ℓ2-norm of the signal as compared

to the noise. This makes ℓ2-based criteria unsatisfactory for obtaining a good representation of rare

vectors, which may be of high importance in denoising and dimensionality reduction applications that

aim to preserve all the signal-related information, including rare vectors, within the estimated low-

dimensional signal-subspace. For example, in a problem of redundancy reduction in hyperspectral images,

rare (anomalous) endmembers that are present in just a few data pixels contribute weakly to the ℓ2-norm

of the signal, compared to the noise. Therefore, their contribution to the signal-subspace cannot be reliably

estimated using an ℓ2-based criterion, as will be shown in more detail in the following sections. Yet, the

representation of the rare vectors can be crucial for anomaly detection that might follow the redundancy

reduction stage.

The problem of representing well and compactly all signal vectors, including rare ones, in a low-

dimensional subspace didn’t attain much attention in the literature. The opposite is true: there are

applications where the rare-vectors are treated as outliers that may skew the nominal signal-subspace

estimation. The problem of dealing with outliers has been extensively studied in the literature. Related

works ([9],[22],[23] and many others) propose robust parameter estimation techniques, which are designed

to exclude the outlying measurements.

In contrast to robust parameter estimation techniques, the method proposed here is designed to represent

well both abundant and rare measurements, irrespective of their frequentness in the data. In other

words, a good representation of all measured vectors is equally important. For this purpose, we define a

deterministic matrix Y ∈ IRp×N that consists of signal components only. Our goal is to find the column

space and the rank of Y, given an observed matrix X ∈ IRp×N with columns x1, . . . ,xN ,

X = Y + Z, (2)

where rank Y = r is unknown, r < p, N , and Z ∈ IRp×N is a noise matrix with i.i.d. zero-mean

Gaussian entries.

Our approach combines two norms, ℓ2 and ℓ∞ for both signal-subspace and rank determination and

considers two aspects: One aspect deals with the determination of the signal-subspace for a given rank

conjecture. The other determines whether the rank conjecture is valid, given the obtained signal-subspace.

The corresponding operations are performed alternately for an increasing sequence of tested subspace

rank values, until the rank conjecture is affirmed. The signal-subspace estimation aims to minimize the

maximum of misrepresentation-residual ℓ2-norms denoted as ℓ2,∞-norm. Mathematically, the ℓ2,∞-norm
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of a matrix X is defined as follows:

‖X‖2,∞ , max
i=1,...,N

‖xi‖2, (3)

where xi denote columns of X. It is easy to see that ℓ2,∞ is a norm on a vector space V of p × N

matrices, since for any X,X1,X2 ∈ V the following holds:

1. ‖αX‖2,∞ = |α|‖X‖2,∞,

2. ‖X1 + X2‖2,∞ ≤ max
i

(‖x1,i‖2 + ‖x2,i‖2) ≤ max
i

‖x1,i‖2 + max
i

‖x2,i‖2 = ‖X1‖2,∞ + ‖X2‖2,∞,

3. ‖X‖2,∞ ≥ 0,

4. ‖X‖2,∞ = 0 ⇐⇒ X = 0.

The signal-subspace rank is determined by applying Extreme Value Theory results [25] to model the

distribution of the misrepresentation ℓ2,∞-norm. Since ℓ2,∞ penalizes individual data-vector misrepre-

sentations, it helps to represent well not only abundant-vectors, but also rare-vectors. Since we use the

maximum-orthogonal-complements (residuals) for the determination of both signal-subspace and rank,

we call the proposed algorithm: Maximum Orthogonal-Complements Algorithm (MOCA).

This paper is organized as follows: Section II discusses an optimality criterion for signal-subspace

determination for data that contains rare-vectors. In Section III we describe a signal-subspace determi-

nation approach, which is based on a combination of ℓ2 and ℓ2,∞ norms. We denote this approach as

Min-Max SVD (MX-SVD). In Section IV we show simulation results that compare the performances

of classical SVD and the new MX-SVD approaches for signal-subspace determination in presence of

anomaly vectors. In Section V we describe the signal-subspace rank determination approach that preserves

rare-vectors. In Section VI we present simulation results of comparing the performance of classical MDL

with the proposed approach for signal-subspace rank determination. The comparison is performed on

both synthetically simulated data and on a real hyperspectral image. Finally, in section VII we conclude

this work.

II. OPTIMALITY CRITERION FOR SUBSPACE DETERMINATION

Before getting into the development of an estimator of a subspace that may include rare vectors, we first

characterize the presence of rare-vectors. For demonstrational purposes, we show in Fig. 1 a schematic

plot of a subspace of abundant vectors and rare-vectors. The abundant vectors (marked by dots) lie close

to a subspace spanned by the vector v0. As it is seen in the figure, the rare vectors (marked by circles and

dashed arrows) v1,v2,v3,v4 don’t belong to the abundant vector subspace spanned by v0. Obviously,

rare-vectors are characterized by their low number compared to the number of abundant vectors. Rare
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vectors are supposed to lie far from the abundant vector subspace. They, however, are allowed to belong

to a subspace of a dimension lower than their number. It is important to stress that unlike in the example

(for p = 2), the observed dimensionality p (in the general case) is expected to exceed the dimension of

the subspace spanned by abundant and rare vectors combined.

The example above can be generalized by the following property:

Rare vector presence property: The p × N matrix Y is said to contain rare-vectors if there exists a

decomposition Y = [Y1|Y2]Π, where Π is some permutation matrix, Y1 and Y2 are p×N1 and p×N2

submatrices of Y, such that N1 + N2 = N , N1 ≫ N2, and range Y1 ⊂ range Y.

This property states that the matrix Y is considered to contain rare vectors if the number of Y columns

that are linearly independent of all the other Y columns is relatively small.

In order to develop a rare-vector preserving signal-subspace estimator, we should define an optimality

criterion that is sensitive to the appearance of rare-vectors in the data. First, we consider an ℓ2-based

optimality criterion, since it appears in Singular Value Decomposition (SVD) - a well-known technique for

the signal-subspace estimation [3]. Then, we show that ℓ2-based criteria are not appropriate for estimating

a signal-subspace that contains rare vectors, and propose combining ℓ2 and ℓ∞-based criteria as a remedy.

As noted above, at the signal-subspace determination stage, the rank is assumed to be known, say

rank Y = k.
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Fig. 1. Schematic plot demonstrating rare vectors presence in data. v0 spans abundant vectors (dots) subspace; v1,v2,v3

and v4 denote rare vectors (circles).
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A. Signal-subspace estimation via SVD

According to the SVD approach, the signal-subspace Sk = range Y is estimated by minimizing the

ℓ2 norm of the residuals:

Ŝk = argmin
L

‖X −PLX‖2
Fb = argmin

L
‖PL⊥X‖2

Fb (4)

s.t. rank L = k,

where ‖ · ‖F b denotes Frobenius norm, L ⊂ IRp and PL denotes an orthogonal projection onto subspace

L. It can also be shown that under a Gaussian assumption on the columns of Y, Ŝk coincides with

the maximum-likelihood (ML) estimation of Sk [1]. The estimated signal-subspace Ŝk is obtained via

SVD of the observation matrix X as X = ÛŜV̂′, where Û and V̂ are p × p and N × p matrices with

orthonormal columns, respectively, and Ŝ = diag {ŝ1, . . . , ŝp}, ŝ1 ≥ ŝ2 ≥ . . . ≥ ŝp. The signal subspace

Ŝk is equal to span of {û1, . . . , ûk} - the first k columns of Û (see [3] for details).

B. Drawbacks of minimizing the ℓ2 norm in the presence of rare-vectors

Intuitively, it seems that minimizing the observation residuals PL⊥xi, i = 1, . . . N , as a function of L,

could be appropriate for estimating S. Indeed, for L = S,

PL⊥xi = PL⊥zi, i = 1, . . . , N, (5)

which means that given a precise signal-subspace estimation, the data residuals are equal to the corre-

sponding noise residuals. Whereas, for L 6= S, one expects to obtain signal contributions in the residual

subspace L⊥, which are likely to increase the residual squared norm ‖PL⊥xi‖2. This can be seen from

the fact that since z is statistically independent of y, so are their projections onto the null-space of L.

Moreover, since zi are zero mean i.i.d., it is expected that

‖PL⊥xi‖2 ≈ ‖PL⊥yi‖2 + ‖PL⊥zi‖2. (6)

Therefore, looking for Ŝ that minimizes residual norms is reasonable. However, using an ℓ2 norm (like

in (4)) can be inappropriate in the presence of rare-vectors, since the contribution of rare-vector residuals

to the ℓ2-norm may be much weaker than the contribution of noise-residuals. As a result, the estimated

subspace Ŝ may be skewed by noise in a way that completely misrepresents the rare-vectors. In some

practical cases this miss-representation may occur with high probability, as demonstrated in simulations

below.
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First, we define the Rare-vector Signal-to-Noise Ratio as follows:

RSNR ,
s2
min(PY⊥

abund
Yrare)

E{‖PY⊥

abund
z‖2

2}
=

s2
min(PY⊥

abund
Yrare)

(p − k)σ2
, (7)

where Yrare is a submatrix of Y composed of all rare-vectors, Yabund is a submatrix of Y composed

of the remaining (abundant) vectors; PY⊥

abund
is a projection onto the null-space of Yabund; s2

min(D) is

the squared minimal non-zero singular value of the argument matrix D, and σ2 is the noise variance.

The choice of the minimal non-zero singular value is essential, since it reflects the rare-vectors subspace

perturbation by additive noise [4], i.e., the error in rare-vector subspace estimation. That is, RSNR

measures the ratio between the contribution of rare-vectors in the direction of the least-significant

eigenvector of the rare vector-residuals in the null-space of abundant vectors, and the contribution of

noise in that direction. We also define SNR as follows:

SNR ,
‖Yabund‖2

Fb

pNσ2
. (8)

Now, we describe the setup of simulations that show a typical case for which rare-vectors are misrepre-

sented by SVD. A p×N = 102×105 signal matrix Y (which corresponds to a typical hyperspectral image

cube consisting of 105 pixel-vectors of dimension 102, each) was generated, such that Y = [Yabund|yrare],

using a Gaussian distribution for the columns of {Yabund with a covariance matrix CYabund
= 100σ2Ip,q,

q = 5, and yrare ∈ null YT
abund, where Ip,q denotes a diagonal p×p matrix with q ≤ p nonzero diagonal

entries, all equal to 1. Since s2
min(yrare) = ‖yrare‖2

2, it follows that

RSNR =
‖yrare‖2

2

E{‖PCYabund

⊥z‖2
2}

=
‖yrare‖2

2

(p − k)σ2
, (9)

Then, the “measured” data-matrix X was obtained as X = Y + Z, where the Z columns are Gaussian

with a covariance matrix Cz = σ2Ip,p.

In our simulations, for each RSNR value X was generated 100 times. We consider 50 RSNR values,

sampled uniformly in the range [0, . . . , 170] for σ2 = 1, as shown in Fig. 2 (a). In a dashed (dot-dashed)

line we plot the minimum (maximum) of 100 generated values (per RSNR value) of

νk , ‖PŜ⊥

k

X‖2
2,∞ , max ‖PŜ⊥

k

xj‖2
2

j=1,...,N

, (10)

where ℓ2,∞ is a norm defined by selecting the maximum ℓ2-norm of the data vector residuals (corre-

sponding to the null-space of Ŝk, k = q + 1 = 6 in (10)). In a thin solid line we plot ‖yrare‖2
2 as a

function of RSNR.
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We repeated the simulation above for matrices X with Y = Yrare (i.e., there are no rare-vectors in

the data). The horizontal heavy solid line shows the mean value of νk, k = q = 5, corresponding to data

without rare-vectors. In both cases - with and without a rare-vector, Ŝk was obtained via SVD.

The maximum residual norm νk = ‖PŜ⊥

k

X‖2
2,∞ in data without rare-vectors has a narrow distribution,

since it approximately equals to the maximum norm of the noise residuals ‖PŜ⊥

k

Z‖2
2,∞, which has a

narrow distribution, explained by Extreme Value Theory results, as shown in Appendix I. Therefore, νk

has nearly a “deterministic” behavior in data without rare-vectors.

However, in the presence of rare-vectors (for k = q +1), it is likely to obtain νk values that are higher

than ‖PŜ⊥

k

Z‖2
2,∞. Thus, as it is seen from the figure, there is a range of RSNR values (0 < RSNR < 140,

p = 102 and N = 105 in this example), for which the value of νk in the presence of a rare-vector lies

much higher (between the dot-dashed and dashed lines, representing the min and max values, respectively)

than the nearly deterministic value of νk in the absence of a rare-vector (heavy horizontal solid line).

This phenomenon corresponds to the poor representation of rare-vectors by SVD. This range of RSNR

values, however, is of high practical importance in some applications. For instance, in hyperspectral that

we examined, characterized by SNR = 100, the observed RSNR satisfies RSNR ≤ 30, which means that

SVD would most likely fail to appropriately represent rare-vectors in this application. On the other hand,

for high RSNR values, the rare-vector contributions becomes stronger in the ℓ2-sense, compared to the

noise contributions. As a result, for high RSNR values, SVD represents well the rare-vectors. This can

be seen from the fact that the dot-dashed line in Fig. 2 converges to the heavy horizontal solid line.

For clarification, in Fig. 2 (b) we show results of the above simulation for an assumed incorrect

dimensionality value of k − 1. As expected, SVD “prefers” to represent abundant vectors. This results

in a maximum misrepresentation error that is dictated solely by the norm of the rare-vector for a much

wider range of RSNR values. Note that the min and max values are not equal because of the noise

added to the rare vector. We also simulated the case of a “wrong” dimensionality of k + 1 and noticed,

as expected, that it produces results close to the case of the correct dimensionality k in Fig. 2 (a).

In summary, the above example demonstrates that SVD may poorly represent the rare-vectors for an

important range of low RSNR values.

C. Signal-Subspace determination by ℓ2,∞-norm minimization

In the last example we have seen that SVD, being ℓ2-optimal (4), may not be sensitive to rare-vectors,

leaving large rare-vector residuals in Ŝ⊥
k . In order to tackle this problem, we propose using ℓ2,∞ instead

of ℓ2, which transforms the optimization problem (4) to the following form:
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Fig. 2. Monte-Carlo simulation of SVD-based signal-subspace estimation in the presence of rare-vectors for p = 102 and

N = 105. The rare-vector squared norm ‖yrare‖
2

2 (solid thin line), the sample-minimum of maximum data-residual squared-

norms νk in the presence of rare-vectors (dashed line), the sample-maximum of the maximum data-residual squared norm νk in

the presence of a rare-vector (dot-dashed line), the sample-mean of maximum noise-residual squared-norms νk in the absence

of rare-vectors (heavy horizontal solid line); a) for correct rank k b) for “wrong” rank k − 1.

Ŝk = argmin
L

‖PL⊥X‖2
2,∞ (11)

s.t. rank L = k.

The objective function of this optimization problem is not differentiable and, therefore, is hard to optimize.

In order to make the problem differentiable, analogously to the Chebyshev (minimax) approximation

problem in [31], the problem of (11) can be recast as follows:

Ŝk = argmin
L,γ

γ (12)

s.t. ‖PL⊥xj‖2
2 ≤ γ ∀j = 1, . . . , N,

rank L = k,

where the additional parameter γ was introduced to bound all residual squared norms ‖PL⊥xj‖2

(including the maximal one) from above. Thus, by minimizing this bound with respect to L, one minimizes

the maximum residual norm corresponding to ‖X‖2,∞ of (11), which makes problems (11) and (12)

equivalent.

Although the obtained equivalent optimization problem is differentiable, it still seems to be practically

intractable because of the large multiplicity of constraints, which is equal to N (the number of data

vectors). Therefore, in the next section we propose a suboptimal greedy algorithm that is found to

produce good results.
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III. SIGNAL-SUBSPACE DETERMINATION BY COMBINING SVD WITH MIN-MAX OF RESIDUAL

NORMS (MX-SVD)

In order to make the minimization of (11) or (12) computationally plausible, we propose to constrain

the sought Ŝk basis to be of the following form:

Ŝk = range [Ψk−h|Ωh] , (13)

where Ωh is a matrix composed of h columns selected from X, and Ψk−h is a matrix with k − h

orthogonal columns, obtained via SVD of PΩ⊥

h
X. As demonstrated in the previous section, the ℓ2,∞

norm of data-vector residuals is governed by the rare-vector miss-representations via SVD (which is ℓ2

- optimal), whereas abundant vectors can be successfully represented via SVD. Therefore, the main idea

of the proposed approach, which we denote as MX-SVD, is to collect rare-vectors into Ωh in order to

directly represent the rare-vectors subspace. Since rare-vectors are not necessarily orthogonal to abundant

vectors, matrix Ωh also partially represents abundant vectors. The residual abundant vector contribution

to the null-space of ΩT
h is represented by principal vectors found by applying SVD on PΩ⊥

h
X. As noted

above, the columns in Ωh are directly selected from {xi}N
1 , the set of noisy data vectors. Although this

makes rangeΩh a noisy estimation of the pure rare-vectors subspace, it still represents well the noisy

rare-vectors in the data, which is, actually, the main objective of MOCA.

The determination of the basis vectors of Ŝk in terms of [Ψk−h|Ωh], for a given value of k, is performed

as follows: First, we initialize [Ψk|Ω0], such that

Ψk = [u1, . . . ,uk] ; Ω0 = [], (14)

where u1, . . . ,uk are k principal left singular vectors of X.

Then, a series of matrices {[Ψk−j |Ωj ]}k
j=0 is constructed such that

Ωi+1 = [Ωi|xωi
] (15)

Ψk−i−1 =
[

ψ1, . . . ,ψk−i−1

]

, (16)

where, for each i = 0, . . . , k − 1, ωi is the index of a data vector xωj
that has the maximal residual

squared norm ri:

ωi , argmax
n=1,...,N

‖P[Ψk−i|Ωi]
⊥xn‖, (17)

ri , ‖P[Ψk−i|Ωi]
⊥xωi

‖2, (18)



11

and ψ1, . . . ,ψk−i−1 are k − i − 1 principal left singular vectors of PΩ⊥

i+1
X. Thus, the k columns of

[Ψk−j |Ωj ], for each j = 0, . . . , k, span k-dimensional subspaces, respectively. Each subspace is spanned

by a number of data vectors collected in the matrix Ωj and by SVD-based vectors that best represent (in

ℓ2 sense) the data residuals in the null-subspace of Ωj . Moreover, each subspace is characterized by it’s

maximum-norm data representation error rj . One of these subspaces is to be selected as Ŝk. In the light

of our objective to minimize the worst-case representation error, we choose Ŝk = range [Ψk−h|Ωh], with

the value of h that minimizes the ℓ2,∞-norm of residuals, i.e.,

h = argmin
j=0,...,k

rj . (19)

This policy combines the ℓ2-based minimization of abundant vector-residual norms with ℓ∞-based

minimization of rare vector residual norms. As we have seen earlier, the rare-vectors have large residuals

with respect to principal subspaces found by SVD. This property would cause them to be selected among

columns of Ωh, whereas the abundant vector projections onto the null-space of Ωh would lie in the

range Ψk−h. A flowchart summarizing the MX-SVD process is shown in Fig. 3.

IV. MX-SVD VS. SVD - SIMULATION RESULTS

In Fig. 4, we show empirical pdfs of ‖PŜ⊥

k

X‖2
2,∞, obtained via a Monte-Carlo simulation for k =

rabund + rrare = 5 + 3 = 8, where rabund is the rank of abundant-vectors subspace and rrare is the

number of rare-vectors, which were generated as in the previous example of section II-B by appending

orthogonal vectors of equal norms {yj}rrare

j=1 , yj ∈ null YT
abund. A 102 × 105 matrix X was generated

1000 times for RSNR = 10, σ = 1. The pdfs of ‖PŜ⊥

k

X‖2
2,∞ corresponding to subspace estimation by

MX-SVD (dashed line) and SVD (solid line) are shown in Fig. 4(a).

It is clearly seen from the figure that max-norm residuals obtained via MX-SVD have a lower value

and have a much narrower pdf, as compared to residuals obtained by SVD. As a matter of fact, the

MX-SVD-related pdf is very close to the pdf of ‖PŜ⊥

k

Z‖2
2,∞, which equals to the squared norm of

the maximum-norm noise residual. This fact is supported by Fig. 4(b). Here, we plot the empirical pdf

of ‖PŜ⊥

k

X‖2
2,∞ obtained via MX-SVD (dashed line) versus the exact pdf of ‖PŜ⊥

k

Z‖2
2,∞ (solid line),

obtained from a model (with the above parameters) that is based on Extreme Value Theory results,

presented in Appendix I.

In summary, MX-SVD was designed to yield ‖PŜ⊥

k

X‖2
2,∞ ≈ ‖PŜ⊥

k

Z‖2
2,∞ for k ≥ r in the presence of

rare vectors, as opposed to SVD, which produces arbitrary large residuals for a range of low RSNR values.

The fact that for k ≥ r the maximum-norm residuals are governed by the maximum-norm realization
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Fig. 3. MX-SVD flowchart. For a given signal subspace rank value k, constructs a signal-subspace basis of the form

Ŝk = [Ψk−h|Ωh], h ∈ integers [0, k], that minimizes ‖P
Ŝ⊥

k
X‖2

2,∞, where Ωh is responsible for representing rare-vectors and

Ψk−h is responsible for representing the remaining (abundant) vectors in the data.

of the noise will be used in the next section for constructing a signal-subspace rank estimator, which is

based on statistical properties of ‖PŜ⊥

k

Z‖2
2,∞.

V. RANK DETERMINATION

In this section we construct a signal-subspace rank estimator r̂ (recall that the signal-subspace basis

may include rare-vectors). This rank estimator is based on examining the maximal data residual norms

‖PŜ⊥

k

X‖2
2,∞, for an increasing sequence of k values. The only thing we know about ‖PŜ⊥

k

X‖2
2,∞ is that

for k < r, it could be arbitrarily higher than ‖PŜ⊥

k

Z‖2
2,∞; whereas for k ≥ r, due the signal-subspace

estimation approach, which minimizes ℓ2,∞-norm of residuals, one may assume that the maximum-norm

data residual is governed by the maximum-norm noise residual, i.e.,

‖PŜ⊥

k

X‖2
2,∞ ≈ ‖PŜ⊥

k

Z‖2
2,∞. (20)



13

0 500 1000 1500
0

0.05

0.1

norm

P
D

F

PSfrag replacements
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Fig. 4. The pdfs of ‖P
Ŝ⊥

k
X‖2

2,∞, obtained via a Monte-Carlo simulation. (a) The empirical pdfs of ‖P
Ŝ⊥

k
X‖2

2,∞ obtained

by MX-SVD (dashed line) and SVD (solid line) for RSNR = 10, σ = 1, p = 102, N = 105, k = rabund + rrare = 5 + 3 = 8
(b) The empirical pdf of ‖P

Ŝ⊥

k
X‖2

2,∞ by MX-SVD (dashed-line) versus the exact pdf of ‖P
Ŝ⊥Z‖2

2,∞ (solid line).

Guided by (20), we consider a test that determines the rank r as follows in the next section.

A. Signal and noise hypotheses assessment

We assume that for some k, rabund ≤ k ≤ r, the signal-subspace Ŝk, estimated by MX-SVD described

above, is close to the subspace of abundant-vectors. This assumption is plausible due to the SVD-part of

the MX-SVD process that is designed to represent well the abundant-vectors subspace, which is of rank

rabund ≤ r. As a result, the abundant-vector residuals in the complementary subspace Ŝ⊥
k are governed by

the noise contribution, whereas the rare-vector residuals may still include significant signal contributions.

Thus, for k ≥ rabund, the set of all data-vector indices can hypothetically be divided into two subsets

according to the properties of data-vector residuals:

Γk , {indices γj of abundant-vector residuals}

∆k , {the remaining data-vector indices δi }, (21)

such that j = 1, . . . ,#Γk, i = 1, . . . ,#∆k and #Γk ≫ #∆k, where # denotes cardinality of a set.

Let ηk be the maximum data-residual squared-norm, ηk = max
j=1,...,N

‖PŜ⊥

k

xj‖2. Given ηk, we formulate

the following two hypotheses:

H0 : ηk belongs to Γk, (22)

H1 : ηk belongs to ∆k. (23)
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The following notation will help us to perform a statistical analysis of ηk:

νk , max
γj∈Γk

‖PŜ⊥

k

xγj
‖2

ξk , max
δi∈∆k

‖PŜ⊥

k

xδi
‖2. (24)

Now, ηk, can be expressed as:

ηk = max(νk, ξk). (25)

Due to the assumption leading to (21), and according to (24), the value of νk is governed by the

extreme value statistics of maximum-norm noise realizations. Now, we set the rank estimator r̂ to be

equal to the minimal value of k for which the following condition is satisfied:

p(H0|ηk) ≥ p(H1|ηk), (26)

which means that the optimal rank is reached when there is a higher likelihood that the maximum data-

residual squared norm ηk is governed by the noise statistics (i.e., it doesn’t include significant signal

contributions).

In order to evaluate the conditional probabilities p(H0|ηk) and p(H1|ηk), one has to specify pdfs

fνk
(·) and fξk

(·), or, equivalently, cdfs Fνk
(·) and Fξk

(·). Whilst the probability of maximum-norm noise

realization νk can be determined by Extreme Value Theory results, as shown in Appendix I, the pdf of

ξk is generally unknown. The only thing we know about ξk is that at each iteration k, it has to be less

or equal ηk−1. A possible choice for fξk
(·) is therefore,

ξk ∼ U [0, ηk−1], (27)

where U denotes a uniform distribution.

Now, it can be shown (see Appendix II for details) that posterior hypotheses probabilities are given

by:

p(H0|ηk) =
ηkfνk

(ηk)

ηkfνk
(ηk) + Fνk

(ηk)
, (28)

p(H1|ηk) =
Fνk

(ηk)

ηkfνk
(ηk) + Fνk

(ηk)
, (29)

where the expressions above are valid for 0 ≤ ηk ≤ ηk−1. It is important to note, however, that the

functional form of the posterior conditional probabilities, as given in (28) and (29), does not depend on

ηk−1. Moreover, due to a successive application of MX-SVD for an increasing sequence of k values, it
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is guaranteed that 0 ≤ ηk ≤ ηk−1. Therefore, in the forthcoming expressions, we omit explicit mention

of the argument boundaries.

Fig. 5(a) shows the corresponding graphs of these posterior probabilities for a residual-subspace rank

l = p − k = 102, where p is the dimensionality of the data vectors x, the total number of data vectors

N = 105, and the noise std σ = 1. It is clearly seen that the transition region between hypotheses is

steep and narrow. Actually, its width depends on the form of fνk
(see Fig. 5(b)), which is well-localized,

as explained in Appendix I.
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Fig. 5. a) posterior conditional hypotheses probabilities p(H0|ηk) and p(H1|ηk) b) distributions of maximum squared-

norm of rare (solid line) and abundant (dashed line) vector residuals. For residual-subspace rank l = 102, total number of

data vectors N = 105, and the noise std σ = 1.

In summary, the signal-subspace rank is determined by applying MX-SVD and examining condition

(26) for an increasing sequence of k values. As the maximum-norm residual becomes low and (26)

becomes true, it can no longer be confidently associated with the signal contribution, and the procedure

is terminated. The estimated rank is equal to the last-examined k value. As was already noted above, this

combination of applying MX-SVD and examining condition (26) for an increasing sequence of k values,

defines what we called Maximum Orthogonal Complement Algorithm (MOCA), and is summarized next.

B. MOCA summary for combined subspace and rank determination

In this subsection we summarize the proposed approach of signal-subspace and rank determination via

MOCA by presenting its major parts in the flowchart of Fig. 6.

The algorithm begins with an initial guess for the signal-subspace rank, such as k = 1. At each rank

value iteration, the signal-subspace basis Φk = [Ψk−h|Ωh] is obtained via MX-SVD of section III, using

the conjectured rank k. Then the data maximum residual-norm is calculated in the null space of Φk.

This norm is tested in order to decide if it belongs to the noise hypothesis (this decision is performed by
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evaluating inequality (26)). If the noise hypothesis passes, the algorithm is terminated, and the estimated

signal-subspace and rank equals to the span of the last obtained Φk, and to the last value of k, respectively.

Otherwise, the rank conjecture k is incremented and a new iteration is carried out.

Fig. 6. Maximum Orthogonal Complement Algorithm (MOCA) flowchart.

VI. COMPARISON OF RANK DETERMINATION BY MOCA VS. MDL

In this section we compare the performance of MOCA with that of the Minimum Description Length

(MDL) approach for signal-subspace rank determination.

A. MDL basics

MDL is a widely-used model-order determination criterion, based on coding arguments and the mini-

mum description length principles [12],[13]. The same rule has been also obtained via a rather different

approach, based on a Bayesian Information Criterion (BIC) [14]. Thus, in [11] it is proposed to apply

the MDL for determining the model-order of (1), with {si} being an ergodic Gaussian process with a

positive definite covariance matrix and the noise variance σ2 is unknown.
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The MDL was also proven in [11] to be consistent in terms of yielding the true signal-subspace rank,

with probability one, as the sample size N increases. It is based on minimizing the following criterion

with respect to k:

MDL(k) = − ln f(X|Θ̂(k)) +
1

2
η log N, (30)

where f(·) is a family of probability densities parameterized by Θ(k), and η denotes the number of

model degrees of freedom. In our case, where σ2 is known, manipulation of the results in [11] gives:

MDL(k) =
k

∑

i=1

log(l̂i) + (p − k) log(σ2) + k +

p
∑

i=k+1

l̂i
σ2

+ k(2p − k)
log(N)

N
, (31)

where {l̂i}p
1 denote eigenvectors of the data-covariance matrix R , E{xxT }, and σ2 is the known noise

variance.

B. Simulation of rank determination by MOCA vs. MDL

In this subsection we compare the results of applying MOCA and MDL to simulated examples, in the

presence of rare vectors, and assess their performance in terms of rank errors expressed by rank-RMSE

defined by erank ,
√

E(r − r̂)2.

Fig. 7 shows the performance of MOCA vs. MDL for r = rabund + rrare = 5+10 = 15, SNR = 100

(the rare vectors were generated as in the example of section II-B); with Fig. 7 (a) and (b) corresponding

to different sizes of N = 104 and N = 105, respectively. MOCA and MDL were tested 50 times for

each value of RSNR . Then, the rank-determination errors were calculated and plotted. The error erank

obtained by MDL for a range of low RSNR values, which is a function of N , is equal to 10 (the rare-

vectors subspace rank rrare). In other words, the MDL completely fails to determine r at low RSNR

values. The dependence of erank on N is obvious - the larger the sample size N is, the more “blind”

becomes MDL to rare-vectors, which have to be much stronger in order to become apparent to MDL.

Thus, the correct rank determination by MDL starts only at very high values of RSNR. In contrast to

MDL, MOCA performs much better, with low values of erank obtained already at a very low RSNR

value.

It turns out, that the probability of rank determination error by MOCA becomes small and approximately

constant already for RSNR as small as 2 (see Appendix III for details). This turning point is marked by

a heavy dot-dashed vertical line in Fig. 7.
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It is important to note that the simulations above were designed to reflect a typical situation seen in

hyperspectral images, in which the background process is characterized by SNR ≈ 100 (20dB), while

anomalies are characterized by RSNR ≤ 30. Hence, the simulations above indicate that MDL is expected

to be “blind” to the anomaly subspace rank in typical hyperspectral images, whereas MOCA is expected

to succeed in estimating the rank.

A reasonable question that arises is how to identify the transition point, below which one should use

MOCA due to its ability to recover the rank at low RSNR values, and above which one could use MDL

due to its computational simplicity. We turn to (31) and notice that MDL(k) has to accept its minimum

at k. That means that the increase in penalty (the last term of (31)) has to be smaller than the decrease

in minus log-likelihood (the first part of (31)) in the transition from k−1 to k and, respectively, larger in

the transition from k to k + 1. Now, due to construction of Y in simulations (see II-B)), the eigenvalue

l̂k stemming from rare vectors is assumed to satisfy:

l̂k ≈ σ2 + ‖yrare‖2/N = σ2 + RSNR(p − k)/N. (32)

By neglecting k with respect to p (since k ≪ p) and approximating l̂i ≈ σ2 for i > k, then, with

some straightforward manipulations, one obtains that the equilibrium between the change in penalty and

change in log-likelihood (when k is changed to k + 1) is reached when:

− log(σ2 + RSNR
p

N
) + RSNR

p

Nσ2
= 2p

log(N)

N
. (33)

By numerically solving (33) with respect to RSNR, one obtains the turning point in RSNR value below

which the MDL is expected to be unreliable in determining contribution of rare-vector to rank. This

turning point is marked by a heavy dashed vertical line in Fig. 7.

C. Comparing MOCA with MDL on real data

In this section we compare results of MOCA and MDL for signal-subspace and rank determination of

hyperspectral images. We then compare MOCA and MDL-SVD performances in dimensionality reduction

of hyperspectral images by applying MDL and MOCA on a bank of about 50 hyperspectral cubes of size

400 × 450 with 65 spectral bands. Due to space limitations, results for a typical cube are demonstrated

here.

One of hypespectral bands of this cube is shown in Fig. 8. Each pixel in this hyperspectral image

corresponds to a 65×1 vector. MOCA assumes the noise to be statistically independent between spectral
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Fig. 7. MOCA vs MDL comparison via Monte Carlo simulations. The rank estimation error erank =
√

E(r − r̂)2 in the

presence of 10 rare-vectors as a function of RSNR, for (a) N = 104, (b) N = 105. The heavy dashed and dot-dashed vertical

lines delimit a region in which MOCA is reliable enough and has better performance than MDL.

bands. Therefore, in order to make the noise i.i.d., the noise std in each band was estimated and normalized

to 1 by scaling the data.

First, MOCA was applied on the upper part of the image shown in Fig. 8 that is delimited by horizontal

and vertical white lines. According to ground-truth evidence, this part corresponds to a “pure background

signal” stemming from agricultural fields radiance. Indeed, the signal-subspace determined by MOCA

is given by ŜI = Ψ7, which corresponds to k = 7, h = 0; i.e., no rare-vectors were selected in order

to represent best the signal-subspace in this subimage. Then, MOCA was applied on the entire image

producing ŜII = [Ψ6|Ω4], which corresponds to k = 10, h = 4. Such a result can be explained by the

presence of anomaly pixels (marked by circles) located at the bottom of the image. According to the

ground truth, these pixels belong to vehicles, which are anomalous to the natural surroundings in the

image. Thus, there are 4 data vector pixels comprising Ω4 columns, which represent the anomaly pixels

subspace in the data.

It should be stressed that the number of columns in Ω4 may be less than the number of anomaly pixels

in the data, since the columns of Ω4 are intended to span the anomaly pixels subspace, which may be

of a rank lower than the number of anomaly pixels. Moreover, since the rare-vector subspace and the

background-subspace are not orthogonal to each other, the columns of Ω4 may span a subspace close to

the background subspace Ψ7, found initially in ŜI, which may produce a ℓ2,∞-norm of residuals small

enough in order to stop at an earlier MOCA iteration. This explains why the background subspace rank

is lower in ŜII than in ŜI (the pure-background case with no anomalies).

Turning to the examination of MDL performance, we note that MDL is known to be sensitive to devi-

ations from the white noise assumption [34]. We have found that the noise normalization preprocessing
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Fig. 8. Signal-subspace and rank determination in a hyperspectral image. MOCA was applied on (i) the subimage above

the white lines produces ŜI = ΨI, (ii) the entire image includes anomalies marked by circles, producing ŜII = [ΨII|ΩII]. The

MDL-estimated rank in both cases is 7.

that produced good results with MOCA, isn’t sufficient for a proper operation of MDL, since it doesn’t

compensate for small correlations between noise components in adjacent bands due to a crosstalk between

adjacent sensors, and still leaves noise component variances different. We have applied, therefore, the

Robust MDL (RMDL) algorithm of [34] (which assumes different diagonal entries σ2
1, . . . , σ

2
p), but with a

slight modification, to account for correlations between the adjacent noise components. The modification

we applied to RMDL is described in Appendix IV.

We have applied the modified RMDL algorithm for rank estimation on the above mentioned hype-

spectral images: the pure-background subimage and the anomaly-containing entire image. In the pure-

background subimage case, the MDL has produced a rank of 7, which is in accordance with the result

of MOCA. However, in the case of the entire image, which contains rare vectors, the MDL algorithm

misses the contribution of rare-vectors to signal-subspace rank, leaving the rank value at 7, whereas

MOCA manages to detect the contribution of anomalies to the signal-subspace and rank producing a

higher rank of 10 corresponding to both the background and rare-vector pixels.

Now, all hyperspectal pixels were projected onto the subspace found by SVD, of rank found by

MDL, as well as onto the signal-subspace basis ŜII found by MOCA. In Fig. 9 we show squared norms

of residuals corresponding to (a) MDL-SVD, and (b) MOCA based subspaces. It is clearly seen that

MOCA-based dimensionality reduction better represents all pixels in the image including the anomalies,
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compared to MDL-SVD based dimensionality reduction, which misrepresents anomaly pixels producing

high-intensity residuals (white blobs in Fig. 9 (a)) at their location.

PSfrag replacements
erank

PSfrag replacements
erank

(a) (b)

Fig. 9. Squared norms of residuals corresponding to (a) MDL-SVD, and (b) MOCA based subspaces.

VII. CONCLUSION

In conclusion, in this work we have proposed an algorithm for redundancy reduction of high-dimensional

noisy signals, named MOCA, which is designed for applications where a good representation of both the

abundant and the rare vectors is essential. The combined subspace of rare and abundant vectors is obtained

by using the proposed ℓ2,∞-norm that penalizes individual data-vector miss-representations. Since this

criterion is hard to optimize, a sub-optimal greedy algorithm is proposed. It uses a combination of SVD

and direct selection of vectors from the data to form the signal-subspace basis. The rank is determined by

applying Extreme Value Theory results to model the distribution of the maximal noise-residual ℓ2-norms.

In simulations, conducted for various rare-vectors signal-to-noise conditions, the proposed approach is

shown to yield good results for practically-significant RSNR values (RSNR essentially measures the SNR

of rare-vectors with respect to noise), for which the classical methods of SVD and MDL fail to determine

correctly the signal-subspace and rank, respectively, of high dimensional signals composed of abundant

and rare vectors.

The proposed approach was also applied for the signal-subspace and rank determination of a hyper-

spectral image with and without anomaly pixels. The results of MOCA were found to be equal to those

of MDL (or when necessary RMDL) for the pure-background subimage, whereas in the presence of

anomalies, MOCA has detected a higher rank than MDL, while MDL produced the same rank as in the
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pure-background case. This indicates that MDL failed to determine correctly the signal-subspace rank

of a hyperspectral image composed of both abundant and rare vectors, whereas MOCA succeeded in

representing it well.

The proposed approach can be further developed for anomaly detection and classification, which is an

objective of our current activity.

APPENDIX I

DISTRIBUTION OF MAXIMUM-NORM NOISE REALIZATIONS

In this appendix we characterize the pdf fνk
(·) of section V-A. We assume that the noise is a zero-mean

white Gaussian process, with known standard deviation σ. Then, its residual squared norms

ζk,i , ‖PŜ⊥

k

zi‖2, (34)

i = 1, . . . , N , have a Chi-squared distribution of order l , rank Ŝ⊥
k = p − k, denoted by χ2(l, σ2) with

the following pdf [30]:

f(u) =
1

2l/2Γ(l/2)σ2

( u

σ2

)(l/2)−1
e−u/2σ2

. (35)

For large l, the Central Limit Theorem can be used to obtain the following approximation:

ζk,i ∼ χ2(l, σ2) ≈ N
(

lσ2, 2lσ4
)

. (36)

Now, the limiting distribution of νk, which satisfies

νk = max
i=1,...,N

ζk,i, (37)

can be obtained using the following Extreme Value Theory result:

Theorem 1: [27]

If {ζi}N
i=1 is i.i.d., with absolutely continuous distribution F (x) and density f(x), and letting

(i) h(x) = f(x)/(1 − F (x))

(ii) bN = F−1(1 − 1
N )

(iii) aN = h(bN )

(vi) ω = limx→x∗

dh(x)
dx ,

where x∗ is the upper end-point of F ,



23

then, for MN = max{ζ1 . . . ζN},

P (aN (MN − bN ) ≤ u) −→
N→∞











exp(−e−u), if ω = ∞

exp{−[1 + u
ω ]ω}, if ω < ∞

, (38)

The proof is found in [27].

In words: Theorem 1 says that the maximum of N i.i.d random variables has a limiting distribution that

depends on ω - a parameter derived from their individual distributions. For the purposes of the present

work, we consider normal and chi-squared distributions, which lead to ω = ∞.

Therefore, from (38), the limiting distribution of interest is

G(u) , exp(−e−u), (39)

also known as the Gumbel distribution 1. The mean and std of a variable distributed as (39) are η = 0.5772

and γ = 1.6450, respectively. The normalizing coefficients aN and bN are also functions of the ζi

distribution. Theorem 1 also describes how to calculate the normalizing coefficients given the distribution

function of ζi.

Unfortunately, there are no known analytical expressions for the normalizing coefficients aN and

bN corresponding to {ζk,i} (defined in (34)) that are chi-square distributed. In our evaluations of the

asymptotic pdf of νk in Fig. 4(b) above and in the sequel, we used the results of Theorem 1 to calculate

aN and bN numerically. Note, that aN and bN are also functions of l and σ, since they depend on the

χ2(l, σ2) distribution, which is a function of l and σ.

However, in order to explain why the pdf of ‖PŜ⊥Z‖2
2,∞, shown in Fig. 4(a) and Fig. 5(b), is so

narrow; one can use the approximation in (36) to obtain the following asymptotic analysis, which can

be conducted analytically. It can be shown [25] that for {ζi} of Theorem 1, which are Gaussian, MN is

distributed as follows:

P (MN ≤ u) −→
N→∞

G(aN (u − bN )), (40)

1Extreme Value Distributions are the limiting distributions of the minimum or the maximum of a very large collection

of random observations from the same arbitrary distribution. Gumbel (1958), [28] showed that for any well-behaved initial

distribution (i.e., F(x) is continuous and has an inverse), only a few models of limiting distributions are needed, depending on

whether one is interested in the maximum or the minimum, and also if the observations are bounded from above or below (see

[25]).
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with

aN = (2 lnN)1/2

bN = (2 lnN)1/2 −
1

2
(2 lnN)−1/2(ln lnN + ln 4π).

Therefore,

P (νk ≤ x) ≈ G
(

aN

[

x − σ2l

σ2
√

2l
− bN

])

(41)

with mean and std:

µN = σ2

(√
2l

aN
η + bN

√
2l + l

)

(42)

σN =
σ2

√
2l

aN
γ (43)

While this approximation doesn’t provide us with an accurate mean and std of νk, it is instructive to

look at the following ratio that defines a relative width of a pdf for N ≫ 1, l ≫ 1:

µN

σN
∝ 2 lnN +

√
l lnN. (44)

It is observed that this ratio doesn’t depend on σ2, and it is log-dependent on N . Thus, the ratio µN/σN

tends to infinity as N → ∞ or l → ∞. For example, for l = 100, N = 105 and white noise, µN/σN ≈ 23

corresponding to quite a small relative width. The dominant factor in obtaining such a high ratio is the

high dimensionality of l = 100.
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APPENDIX II

DERIVATION OF POSTERIOR HYPOTHESIS PROBABILITIES

In the following, we derive the conditional probabilities p(H0|ηk) and p(H1|ηk) in (28) and (29), based

on pdfs fνk
and fξk

:

f(H0, ηk) = fνk
(y)p(ξk < ηk) =

fνk
(ηk)Fξk

(ηk) = fνk
(ηk)

ηk

ηk−1
,

f(H1, ηk) = fξk
(ηk)p(νk < ηk) =

fξk
(ηk)Fνk

(ηk) = Fνk
(ηk)

1

ηk−1
,

fηk
(ηk) = f(H0, ηk) + f(H1, ηk) =

1

ηk−1
[ηkfνk

(ηk) + Fνk
(ηk)] ,

p(H0|ηk) =
fνk

(ηk)Fξk
(ηk)

fηk
(ηk)

=
ηkfνk

(ηk)

ηkfνk
(ηk) + Fνk

(ηk)
,

p(H1|ηk) =
fξk

(ηk)Fνk
(ηk)

fηk
(ηk)

=
Fνk

(ηk)

ηkfνk
(ηk) + Fνk

(ηk)
,

which are the expressions shown in (28) and (29).

APPENDIX III

ASSESSMENT OF MOCA RELIABILITY IN TERMS OF RSNR

In the following we assess the dependence of MOCA rank estimation error on the value of RSNR.

Let’s recall that the RSNR notion was introduced in the context of SVD performance assessment

in the presence of rare-vectors. It measures the ratio between the contribution of rare-vectors and the

contribution of noise to the signal covariance matrix. Thus, being ℓ2-based, RSNR is an ambiguous

measure for MOCA performance assessment, which is affected by individual data-vector contributions.

For example, two identical rare-vectors of the same ℓ2-norm value l, have the same RSNR as that of

a single rare-vector of an ℓ2-norm value of l
√

2, and thus have the same SVD performance. However,

MOCA may behave differently in each of the two cases in this example. Thus, in some applications,

there is typically only one rare-vector out of 105 data-vectors, whereas in other applications, even 10

collinear vectors out of 105 are considered to be rare. Different rare-vector multiplicities cause MOCA

to depend differently on the RSNR. In order to eliminate this ambiguity, we constrain the rare-vectors

in the following analysis to be linearly independent. Otherwise, the RSNR value should be corrected by
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an appropriate rare-vectors multiplicity factor in order to obtain an equivalent MOCA performance.

If the SNR of abundant vectors is high enough, then we can assume that for k ≥ ra, where ra is the

abundant vectors subspace rank, the SVD-part of MOCA estimates well the abundant vectors subspace,

and that MOCA iterations don’t terminate before k = ra. Thus, in the complementary subspace for

ra ≤ k < r, one would find only residuals of abundant vectors, composed of noise only, and residuals

of rare-vectors. Let’s denote

Ỹrare , PY⊥

abund
Yrare, (45)

i.e., the projection of the rare-vectors sub-matrix onto the abundant-vectors null-space. Our purpose here

is to characterize RSNR values for k values satisfying ra ≤ k ≤ r, for which there is a high probability

that rare-vectors will be selected among Ωk−ra
columns (see (15)).

Let’s assume that for some iteration k, ra < k ≤ r, the matrix Ωk−ra
is composed of rare vectors.

We are looking for conditions on RSNR that guarantee selecting the next rare-vector at iteration k as

in (15), with probability close to 1. This RSNR value would also justify the assumption on the matrix

Ωk−ra
above, since (as we’ll see later) it would guarantee the rare-vectors selection for all ra < k ≤ r,

with probability close to 1. If one neglects the effect of noise on the rare vectors selected in Ωk−ra
, then

the ℓ2-norms of the remaining r − k rare vectors can equivalently be obtained as the last r − k diagonal

entries of the upper triangular matrix R obtained via the following QR decomposition:

QR = ỸrareΠ, (46)

where Π is a permutation matrix that moves Ỹrare columns of rare-vectors selected in Ωk−ra
to the

leading positions. Now, we use the following lemma in order to obtain a relation between the RSNR of

Y and the diagonal entries of R.

Lemma 1: The minimal singular value smin of a full-rank m × n matrix M with m > n, satisfies

smin ≤ ρj , j = 1, . . . n, where ρj are the diagonal entries of a triangular matrix in the QR decomposition

of MΠ, with Π - any permutation matrix.

Proof: Let ρj be a diagonal entry for some j = 1, . . . , n, and let Π̂ be another permutation matrix

that moves column j of MΠ to the last. Then, the corresponding ρ̂n of MΠΠ̂ satisfies: ρ̂n ≤ ρj , since

it is a norm of a projection onto a smaller (contained) subspace. Now, according to [2], the following

holds: ŝmin ≤ ρn. Therefore, smin ≤ ρj .
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Using the lemma above and the definition of RSNR (7), one obtains:

ςk ≥ RSNRσ2(p − r), (47)

where ςk , ‖ỹmax‖2, and ỹmax is the maximum-norm rare-vector residual in Ŝ⊥
k . Since the termination

condition of MOCA is based on testing the maximum squared norm of residuals ηk = ‖PŜ⊥

k

X‖2
2,∞, it

is important to calculate the pdf of ηk, which satisfies:

ηk = max (ξk, νk), (48)

where,

νk = ‖PŜ⊥

k

Xabund‖2
2,∞ (49)

ξk = ‖ỹmax + n‖2, (50)

we also assume here that the RSNR value is large enough, so that:

argmax
ỹi∈columns Ỹ

‖ỹi + n‖ = argmax
ỹi∈columns Ỹ

‖ỹi‖, (51)

with probability close to 1.

Now, the distribution function of ηk for ra ≤ k < r is given by:

Fηk
(·) = Gp−k(·)NCχ2

p−k,δ(·), (52)

where Gp−k(·) is the Gumbel distribution of the noise max-norm with p − k degrees of freedom, as

described in Appendix I, and NCχ2
p−k,δ(·) is the noncentral chi-square distribution [32], with p − k

degrees of freedom and δ is its non-centrality parameter. The results of [32] and relation (47) can be

used to obtain:

δ =
ςk
σ2

≥ RSNR (p − r). (53)

The pdf of ηr−1, fηr−1
, corresponding to a situation where ςr−1 = RSNRσ2(p−r) (selecting the worst

case in (47)), RSNR = 2, p = 100, r = 10, ra = 5, σ = 1, N = 104 is shown in Fig. 10, solid line.

The choice of k = r − 1 is arbitrary for numerical demonstration purpose only. Now, the distribution of

ηr, Fηr
(·), equals to the distribution of maximum-norm noise residual Gp−r(·), since Ŝ⊥

r is supposed to

include only noise. The pdf of ηr, fηr
, is plotted in dashed line. The rank-determination threshold τr−1
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at iteration r − 1 (marked by a vertical line) equals to ηr−1, satisfying:

p(H0|ηr−1) = p(H1|ηr−1), (54)

where H0,H1 are defined in subsection V-A.
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Fig. 10. Pdf of the maximum residual norm ηr−1 and ηr for k = r − 1, ςr−1 = RSNRσ2(p − r), RSNR = 2, p = 100,

r = 10, ra = 5, σ = 1, N = 104 at iteration r−1 (solid line) and iteration r (dashed line), respectively. The rank-determination

threshold τr at iteration r is marked by a vertical line.

Now, the probability pu of rank underestimation, given that iteration r − 1 is reached, is given by

pu = Fηr−1
(τr−1), which for the parameters above is of the order of 10−6! It turns out that for the

parameters above, the order of the rank underestimation error is approximately the same for all k values

ra ≤ k < r, which is small enough to be neglected.

It is important to note that typically, fηr−1
would lie farther from the threshold τr−1, since selecting

equality in (47), in this example, corresponds to the worst case. This decreases the probability of the

rank underestimation even further. Due to properties of Gp−k(·), the distribution of ηk has a weak log N

dependence on the data sample size N (see (41)). Whereas NCχ2
p−k,δ(·) doesn’t depend on N at all.

Therefore, the rank underestimation error is also negligible for N = 103 as well as for N = 105.

The probability of rank overestimation po at iteration k = r, is given by pu = 1 − Fηr
(τr) = 1 −

Gp−r(τr), which for the parameter values above gives po ≈ 0.027. This value is nearly constant for all

RSNR values above 2, which, as we have seen earlier, guarantee a negligible pu. It can be decreased by

modifying the hypotheses equality test of (54) to the following likelihood ratio test:

p(H0|ηr) ≤ γp(H1|ηr), γ < 1. (55)

This should produce a lower error-rate at the expense of a higher τr−1. Fortunately, as it is clearly seen

in Fig. 10, the pdf fηr−1
lies far from τr−1, which means that a lower po can be obtained by choosing

an appropriate γ < 1 leaving pu still negligible.
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APPENDIX IV

ROBUST MDL WITH A MODIFICATION THAT ACCOUNTS FOR NOISE DEPENDENCE BETWEEN BANDS

In section VI-C we apply the RMDL approach [34] as an ℓ2-based alternative to the classical MDL

approach for signal-subspace rank determination. The assumption of RSNR that the noise covariance

matrix is diagonal, but with different diagonal entries σ2
1, . . . , σ

2
p , makes the algorithm robust to deviations

of noise variances from being equal in all spectral bands. In order to model also the observed small

dependence of noise components between adjacent bands, we assume that the secondary-diagonal noise

covariance matrix entries are all-equal to a parameter βk. As in [34], let’s define σ2 , 1
p

∑p
i=1 σ2

i and

wi , σ2
i − σ2. Now the model parameters vector of (30) can be expressed via:

Θ(k) = (λ1, . . . , λk,V1, . . . ,Vk, σ, w1, . . . , wp, βk). (56)

This modification requires changing steps 3 and 4 in [34] (p. 3547) as follows:

In Step 3: Adding the computation of βk as follows:

βk = mean
(

offdiag
(

R̂ − AkRs,k(Ak)
H − (σn,k)

2I
))

, (57)

where offdiag(R) returns a second diagonal of the matrix R.

In step 4: Changing the computation of E = R̂ − wk to E = R̂ − wk − βkIoff, where Ioff denotes a

p × p matrix with ones on its second diagonals and zeros everywhere else.
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