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Abstract— Inner and outer bounds are established on the w
capacity region of two-sender, two-receiver interference&hannels
where one transmitter knows both messages. The transmitter
with extra knowledge is referred to as being cognitive. Theriner
bound is based on strategies that generalize prior work, and
include rate-splitting, Gel'fand-Pinsker coding and coogerative
transmission. A general outer bound is based on the Nair-El
Gamal outer bound for broadcast channels. A simpler bound is
presented for the case in which one of the decoders can decode"2 ENCODER 2
both messages. The bounds are evaluated and compared for
Gaussian channels.
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Fig. 1. Interference channel with cooperating encoder.
I. INTRODUCTION AND RELATED WORK

Two-sender, two-receiver channel models allow for varioys getermine the capacity even for special cases. This paper

forms of transmitter cooperation. When senders are unaw@l€, gien along this path. It would further be interesting to
of each chers messages, we have the interference Chd’_}ndéxtend the existing results to large networks with coojregat
[2]. In wireless networks, the broadcast nature of the wsel .qqers

medium allows nodes to overhear transmissions and pOSSibl¥nvestigating the capacity region of the channel model we
decode parts of other use.rs’ messages. An encoder that &ﬁﬁsider is the focus of much recent work. In particular,
such knowledge can use it to improve its own rate and the, interference channel with one cooperating encoder was
other user's rate. The level of cooperation and performangg,peq thecognitive radio channednd achievable rates were
improvement will depen(_JI on the amount of mformatl(_)n thﬁresented in [3], [5]. A general encoding scheme was also
encoders §hare. In the _mterference channel, rgte gains frBroposed more recently in [6]. The capacity region for the
the transmitter cooper_atlon were d_emonstrated in [3]. ) Gaussian case of weak interference was determined in [7] and
Channel models with cooperating nodes are of inter§g§ The results of [7], [8] were extended to the Gaussian
also for networks with cognitive users. Cognitive radio [4}y\mo cognitive radio network and shown to achieve the sum-
technology is a|med_at developlng_smart radios that are b%‘Qpacity in [9]. Related work can also be found in [10], [11].
aware of and adaptive to the environment. Such radios aByever, the conclusions of [9] do not immediately apply
efficiently sense the spectrum, decode information from dgy e single-antenna cognitive radio channel. In this pape

tected signals and use that knowledge to improve the SyStgm b eqent a scheme that generalizes those in [7]-[12]. The
performance. This technology motivates information-teéo  qcheme is similar to the one in [6]: as in [6] and [3], an encode
models that try to capture the cognitive radio characiesst | sesrate-splitting [2] to enable the other receiver to decode
In that vein, this paper considers a two-sender, two-réceiv,,t of the interference; the cognitive transmitter coapes in
channel model in which, somewhat idealistically, we assund@ning the other user's message to its intended receiudrs a
that cognitive capabilities allow one user to know the full sas Gelfand-Pinsker (GP) binning [13] to reduce intefiee

message of the other encoder, as shown in Fig. 1. EXistiigiis own receiver. The key difference of our contribution t
encoding schemes can bring different rate gains that depend, prior work is in the way the binning is performed. An

the channel characteristics and topology, making it chaltey o\ erview of the encoding scheme is given in the next section.

Ny _ _ The encoding scheme is derived in Section IV, compared to
1The work by I. Maric and A. Goldsmith was supported in padnir . . .
the DARPA ITMANET program under grant 1105741-1-TFIND, §amd's  Other results and adapted for Gaussian channel in Section VI
Clean Slate Design for the Internet Program and the ARO uidiéR| award In Section V, we present two outer bounds for the interfer-
WOLINF-05-1-0246. The work of G. Kramer was partially supgd by the - ence channel with one cooperating encoder. The first bound
Board of Trustees of the University of lllinois Subaward N0&-217 under . b d he Nair-El G I b d b d. 14
NSF Grant No.CCR-0325673 The work of S. Shamai was supported by thdS Pased on the Naur- amal broadcast outer bound, [ ]

EU 7th framework program: NEWCOM-++. It has the same mutual information expression as the one
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in [14], the only difference is in the input distribution ave
which the optimization is performed. The bound thus reflects
the resemblance of the considered channel to the broadcast
channel (BC), and the difference given by the fact that eacod

2 has only partial knowledge of messages sent in the channel.
We then present an outer bound for the strong interference w N — v
case that is of the same form as the one in [15, Sect.V], antureE We o2 encoper |- Pyixs(lv,s) Y ”
compare it to the achievable rate region in Gaussian channel

Results also demonstrate an improvement compared to g 2. Communication from the cognitive transmitter to theresponding
general scheme of [6]. recelver.

Il. OVERVIEW OF THE ENCODING STRATEGY ) ] ] ]
eneralized taarbon-copyingonto dirty paper [21] to adjust

The considered channel model has elements of both Cthe interference experienced at both receivers

interference channel (IC) and the broadcast channel (BC
Encoding techniques developed for either of them are thezef A. Summary of Techniques and Special Cases

potentially useful. If the messagé’, of encoder2 was not  ajthough the interference channel with one cooperating en-
known at the cognitive encoder, the considered channeldvolyyer can easily be visualized as an extension of the cidssic
reduce to the interference channel (IC). The best achlevaRI:, a number of techniques become potentially relevant due

rate region for the IC, [16], is achieved by rate-spliti®}:[ 1, aqditional knowledge of the cognitive encoder:

each encoder divides its message into two parts and encodes - )
: . .« Rate splitting at encodet: Improves rateR, through
each of them with a separate codebook. This allows receivers . .
.. interference cancelation at decoder
to decode one of the two sub-messages of the other user’s S I i ]
GP binning and binning against a codebook: Improves

and cancel a part of the interference that it would otherwise® X 2
S . . rate R, by precoding against interference. It also allows
create. Rate-splitting in the cognitive radio channel nedes .
applied in [3], [6]. In this paper, rate-splitting is perfoed at decoderl to decode messadé&s (or part of it) whenR,
T ' is small, as will be shown in Sect. II-B.

the cognitive encoder. Carbon-copying onto dirty paper: further improves the
Additional knowledge allows the cognitive encoder to em- * pying Y paper. pr
rate of the common message sent at the cognitive encoder

ploy_ a numb(_ar of techniques in addition to rqt_e-sphttmg. ! « Cooperation: Encoder contributes to rate?, by encod-
particular, to improve the rate for the noncognitive comimun ing IV’
2.

cating pair, the cognitive encoder canoperateby encoding ) ) )
W, to help convey it to the other decoder. On the other hanfd, 9eneral encoding scheme that brings these techniques to-
any signal carrying information aboiit, creates interference 96ther is described in Section IV. There will be number of
to the cognitive encoder’s receiver. This interferenceniekn  SPecial cases for which a subset of techniques will suffice:

at the cognitive transmitter and the precoding techniqee, i 1) Strong interference: Both decoders can decode both

Gel'fand-Pinsker binning [13] and, specifically, dirtypmex messages with no rate penalty, so there is no need
coding (DPC) [17] in Gaussian channels, can be employed. for either rate-splitting or binning. Superposition coglin

In fact, GP binning is crucial for the cognitive radio chahne achieves capacity, [15].

together with cooperation, it leads to capacity in certain 2) Cognitive encoder decodes both messages: Again, there
scenarios, [7], [8], [9]. It is not surprising that DPC bring is no need for binning. Rate-splitting and superposition

gains in the Gaussian cognitive radio channel: if the non-  coding achieve capacity, [22], [23].

cognitive encoder is silent, we have the broadcast charoral f  3) Weak interference at receivex: There is no need

the cognitive encoder to two receivers, for which dirty-pap for common part of messagé’; and hence for rate-

coding is the optimal strategy [18], [19]. splitting. Dirty paper coding and cooperation achieve
In general, however, there are two differences at the cog- capacity in Gaussian channel, [7], [8], [9].

nitive encoder from the classical GP setting. First, therint

ference carries useful information for recei&rSecond, the

interference is a&codebookof some rate and can thus have For the communication between the Cognitive transmitter

lower entropy than in the GP setting. As we will see in Seet. Ifnd its corresponding receiver, a codebook carryigreates

B, the latter can be exploited to achieve a higher rate. interference. The situation is depicted in Fig 2, whefe
We note that due to rate-splitting, there is a common patays the role of the codebook of rafe, interfering with

of W, decoded at the both receivers and precoded agaifi¥ communication of messadgé& at rate R. While in the

interference. Since the signal carrying this common messdgP Pproblem the interferencé is generated by a discrete

experienceslifferentinterference at the two receivers, we usg€moryless source (DMS), the interference in the cognitive

the ideas of [20] and [21] that respectively extend [13] angftting is acodebookof some rate,iz;. The next lemma

[17] to channels with different states non-causally knoan feflects the fact that wheR, is small, this can be exploited

the encoder. In the Gaussian channel, dirty paper codingf® potential rate gains.

B. Rate Improvement due to Binning Against Codebook



Lemma 1. The setting thus corresponds to ttegnitive

radio with the degraded message.deor this channel model,
superposition coding GP binning superposition coding achieves the capacity [22], [23]. Tt
last cases can therefore bring no improvement. The acH&vab
rate region is the union of two rate regions, achieved by
binning or superposition coding. We will derive these regio
after formally defining the problem in the next section. We
remark that in the above encoding scheme, codebiGfk
is always superimposed dli{!. The other encoding choice

Lemma 1:For the communication situation of Fig. 3, thewould be to use binning fd7'}; against the codebook carrying

1 1 | R,
0 I(S:U,Y) H(S)

Fig. 3. Binning against a codebook.

rate the common messag#;.
As the final point about the proposed scheme we note that
R Spma;(( )min{I(X;YIS), encoder2 also uses rate-splitting and forms two codebooks
vls,f(

(x2. XY using superposition coding. Encodeis binning
max{I(U,S;Y) - Rs, [(U;Y) = I(U; 5)}} (1) against both codebooks and is not decoding a patef An
is achievable. interesting next step would therefore be to choose resgecti

For I(S;U,Y) < R, < H(S), binning achieves the Gp ratesRa, andRy, following Lemma 1 such that/ [y, U{Y ) are
rate given by the second term in ). binned against one of the two codebooks, but superimposed

For R, < I(S;U,Y), superposition coding achieves the rat@" the other. That would facilitate decoding a partiof at

given by the first term in (1). receiverl.
The two cases are shown in Fig. 3. 1. CHANNEL MODEL
Proof: See Appendix B. ] '
Remark 1:Rate (1) can be written as Consider a channel with finite input alphabet§, Xs,

finite output alphabetd);,)>, and a conditional probability
distribution p(y1, y2 |71, 2), wWhere (z1,z2) € X x X, are
channel inputs andy;,y2) € )1 x ), are channel outputs.
Each encodet, t = 1,2, wishes to send a messagi§, <
From (1) and (2), we observe thatS;U,Y) < R, < H(S), {1,...,M;} to decodert in N channel uses. Messagé-
corresponds to the classical GP setting. Potential ratecivep iS also known at encodet (see Fig. 1). The channel is
ment comes forR, < I(S;U,Y). Interestingly, in this case memoryless and time-invariant in the sense that

the receiver decodes both indexes, j), thus learning both

R< max {I(X,S;Y)
Pys,f(-)

—max{/(S;Y)min{R,, I(U,Y;S)}}. 2

n—1 _n—1 -
its message and the interference. A related setting in which PY1ns Y2inlats 23,97 Yo~ @)
both data and the channel state information is communicated = Pyvy,va| X1, X2 (Y10 Y2,n] 21 0y T2,m) 3

to the receiver was analyzed in [24], [25]. _
In the cogpnitive setting of Fig. 1, indeicarries information foF all 7, whereX;, X, andY, Y, are random variables rep-

aboutW,. The implication is that, whet, is small, receiver '€S€nting the respective inputs and outputss [w:, ws] de-

1 will decode a part (or the whole) o without having NOtes the messages to be sent, afd= [z1,1, ..., Zyn).

encoder rate split to send common information in the sens@/¢ Will follow the convention of dropping subscripts of
of [2], [16]. probability distributions if the arguments of the disttilons

are lower case versions of the corresponding random vasabl

Recall that, due to rate-splitting, encodeuses two code- h )
M, Ms, N, P.) code has two encoding functions

books to send a common and a private index. We denote thes@N (

) N 1N o
respective coo!ebooks 48, ,U;,). We can distinguish four XN = (W, Wa) 4)
cases depending on whether the two codebooks are generated N

through binning or superposition coding: Xy = fo(W2) (5)

1) Binning: Both (U{y, Uy;,) are binned against the codeyyg decoding functions
book of the non-cognitive encodex, . K
2) Superposition coding: Codebooks are superimposed on Wy =g(YY) t=1,2 (6)
X 3
3) Binning then superposition coding is binned against @nd an error probability
XN, andUY is superimposed otX ¥, UYY). B
4) Superposition coding then binningyY is superimposed Pe = max{Pe1, Pe 2} (7)
on X2V, Uf; is superimposed ofij; and binned against yhere, fort — 1,2, we have
X
In the last two cases, decodércan decodel, due to P, = > #P[gt(YtN) # wy| (w1, wz) sent. (8)
superposition coding of/Y or U on X, as shown in (w1, ws) M, Mo
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Fig. 4. Encoding structure.

A rate pair(R1, R2) is achievable if, for any > 0, there is
an (M, Ms, N, P.) code such that

M, >2NB =12 andP. <e.

The capacity region of the interference channel with a coop-

erating encoder is the closure of the set of all achievali&e r
pairs (R1, Rs).

IV. ACHIEVABLE RATE REGION

To obtain an inner bound, we employ rate splitting. We let

Ry = Ris + R,
Ry = Roy + Rop

(9)
(10)
for nonnegativeR,, R., Ra4, Ro, Which we now specify.

In the encoding scheme, encodeuses superposition cod-
ing with two codebooks(2Y, X2 Encoderl repeats the steps

and for which all the right-hand sides are nonnegative.
Proof: See Appendix A. [ ]
Theorem 2: (sequential decodingRates (9)-(10) are
achievable if

Riq < I(Ura; Y1|Ure; Q) — 1(Uta; X2|Use, Q) (18)
Re <min{I(Use; Y1|Q), I(Use; Yo, X24|Q)}
— I(Ure; X2|Q) (19)
Raq < I(Xa4;Y2|Q) (20)
Rop < I(Xop; Yo, Ure| Xa4, Q) (21)
for some joint  distribution that factors as
P(@)p(22a; T2b, Uie; Uta, T1, T2|q)p(y1, yo|r1,22) and  for

which the right-hand side of (18) and (19) are nonnegative.
Q@ is a time sharing random variable.
Proof: The proof follows similar steps as the Thm. 1
proof and is omitted. Details can be found in [12]. [ ]
Remark 2:The rates of Thm. 1 include the rates of Thm. 2.
Remark 3:Thm. 1 includes the rates of the following
schemes:

e The scheme of [7, ThiB.1] for X5, = 0, U1, = 0, Xop, =

a (X2,U) andUy, = V achieving:

R2 S I(X27U71/2)
Ry < I(ViYh) — I(V; X2, U)

(22)
(23)
for p(u, x2)p(v|u, z2)p(x1|v).

The scheme of [26, Lemmaz2] for X5, = 0§, Xo, = Xo,
Uie = @, andR; = R., R2 = Ry, as:

Ry < I(X2; YV2|U1(:)
Rl S mln{I(Ulc7 }/1)7 I(U107 }/2)}

for p(z2)p(ui.). The strategy in [26] considers the case

of encoder2 and adds binning: it encodes the split message

WhenI(Ulc; Yl) < I(Ulc; }/2)

W1 with two codebooks which are Gel'fand-Pinsker precoded «
againstX2), X2V In particular:
1) Binning againstX4), X2y is used to create a codebook
U of common rateR,.
2) Binning againstX2y, X2 conditioned orl/;.. is used to
create a codebooH{\; with private rateR,.
The encoding structure is shown in Fig. 4. It is also interesting to compare our scheme to the encoding
We have the following result. scheme in [3]. The latter combines rate splitting at bothrase
Theorem 1: (joint decodingRates (9)-(10) are achievablewith two-step binning at the cognitive user. Each user sends
a private index decoded by its receiver, and a common index
decoded by both. Again, one difference in our scheme is that

Carbon-copy on dirty paper [21] faKy, = 0, U1, = 0.

For X5, = (J, our scheme closely resembles the scheme in
[6]. The first difference in our scheme is that two binning
steps are not done independently which brings potential
improvements. The second difference is in the evaluation
of error events.

if

Riq < 1(Ura; Y1|Ure, Q) — 1(Utra; X2a, X2|U1e, @) (11)  two binning steps are not independent. The other is thatiin ou
Ry < I(U1e, U1a; Y1|Q) — I(Ure, Ura; X2a, X2p|@)  (12) scheme the cognitive encoder cooperates by encoding index
Ry < I(X5; Y2, Ur|Q) as) 12 s obtained by exoloiing L .
t rat t t .
Ra + Ro < I(Xa, Ure: Ya|Q) (14) e next rate region is obtained by exploiting Lemma
Rop < I(Xop; Y2, Ure| X2a, Q) (15) A. An Achievable Rate Region with Superposition Coding
Rop + Re < I(Xop, Ure; Y| Xo4, Q) (16) Consider a joint distribution (17) and rafe, that satisfy
for some joint distribution that factors as Ry < I(X2;Upe, Y1) (24)
P(@)P(T24, D20, Ui, Uias T1, T2| Q)P (Y1, y2lz1, 22)  (17) Ry < I(X2; Uta, Y1[ULe)- (25)



From Lemma 1, we know that under respective conditions (2&he bounds (28)-(31) can then be written as

and (25), superposition df{¥ and U with X should be

used instead of binning. The encoding scheme of the cognitiv R < I(V,U; 1) (33)
encoder reduces to rate-splitting and superposition ¢pdihe Ry < I(V, Uy, X2;Ys) (34)
sch_eme and the o_b_tamed_rate_s reduce to that of [6, glhm. Ry + Ry < min{I(V,Uy; V1) + I(X1, Xo; Ya|U, V), (35)
derived for thecognitive radio with the degraded message set
in which the cognitive decoder needs to decode both messages I(X1;Y1|X2, U, V) + 1(V, Uz, X2; Y2)}

No rate-splitting at encodeX is needed. We restate the result (36)
for completeness. _ From (34) and (36), we obtain the outer bound of [7, Thm.
Achievable rateg R;, R») satisfy 3.2]:
Riq < I(X1;Y1[X2,Use) Ry < I(X5;Y1]X1) (37)
Ry < I(X1;Y1]X2) Ry < I(U, X2 Ya) (38)
R+ Ry < I(X31, X2 11) Ri+ Ry < I(X1; V1| Xo,U) + I(U, X2;Y2)  (39)
Re + Ry < I(Use, X2;Ya) (26)

where we used notatiobi = [Us, V] and also added (37) as
for some joint input distributiom (2, u1c, 71). it follows by standard methods. The probability distrilouti
After Fourier-Motzkin elimination [27], the rates (26) re-factors as
duce to the following region.

Theorem 3:[22]. Achievable rategR,, R,) satisfy p(t, @1, 22)p(y1, gl v2). (40)
Interestingly, (37)-(40) was shown to be tight under weak
Ry < I(X1; 1] Xz) interference [7, Def.2.3] and in particular for Gaussian
Ry < I(Uye, X2;Y2) channels with weak interference [7], [8].
Ry + Ry < I(X1;Y1| X2, Ure) + I(Ure, X2; Y2) The following theorem gives a simple upper bound in strong
Ri+ Ry < I(X1,X2;Y7) (27) interference.
Theorem 5:For an interference channel with one cooperat-
for some joint input distributiom(z2, u1., 1) ing encoder satisfying
Remark 4:The above region is the capacity region for
the cognitive radio with degraded message sets: the canvers I(X1; Y1 X2) < 1(Xq;Ya|X2) (41)

follows from [23] where a more general case of confidential . o
messages is analyzed. The result follows by considering #i9% @l input distribution p(
special case of no security. (R1, Rp) satisfying

We have so far presented achievable rates for the cognitive
radio channel. We next derive two outer bounds to perfor-
mance of any encoding scheme in this channel.

x1,x2), the set of rate pairs

Ri + Ry < I(X1, X2;Y2) (43)

for all input distributionsp(z, z2) is an outer bound to the
capacity region.
Theorem 4:The set of rate pairéR,, R2) satisfying Proof: See Appendix D. u
Remark 7:The bound (43) reflects the fact that, because
By <I(V,Uis 1) (28) decoder experiences strong interference, as given by (41), it
Ry < I(V,Us; Ya) (29) can decodéV; with no rate penalty.
Ry + R <min{I(V,Uy;Y1) + I(Ug; Y2|U1,V),  (30) We next compare the outer bound of Thm. 5 to the achievable

I(U: Y1|Us, V) + I(V, Us; Ya)} (31) rates for Gaussian channels.

V. OUTER BOUNDS

for input distributionsp(v, u1, us, 1, z2) that factor as VI. GAUSSIAN CHANNEL

p(ur)p(u2)p(v|ur, ug)p(za|ug)p(z:|ur, us) (32) To illustrate obtained results more concretely, we next

_ _ ) consider the Gaussian interference channel described by
is an outer bound to the capacity region.

Proof: See Appendix C. [ | Yi=X14+aXo+ 73 (44)
Remark 5:We observe that (28)-(31) is of the same form Yy = bX, + Xy + Zo (45)
as the outer bound for the broadcast channel in [14, Sgct.
The difference is the factorization of the input distrilmti ~ where Z; ~ [0,1] and E[X?] < P, t = 1,2. In the case
Remark 6:0ne can restrict attention to distributions (32pf weak interference, i.ey) < 1, the capacity region was
whereX, is a function ofU; and X is a function of(Uy, Uz). determined in [7], [8].



We next evaluate the rates of Thm. 1 for the special ca Achievable rate region and outer bound

1.5 T
X, = 0 andQ = (. Rates of Thm.1 for this case reduce to
P =P,=6
Rig < I(Uig; Y1|Ure) — I(Una; X2|Uie) a®=0.3
2
Ry < I(Uie,Ura; Y1) — I(Ure, Ura; X2) b"=2
Ry < I(X9;Y5,Uyc) .
Ry + Re < I(X2,Uy; Ya). (46) 2
To simplify (46), we express the conditional entropies imte §
of joint entropies, recall thalR, = R. + Ri,, and apply £
Fourier-Motzkin elimination to obtain o 8
Ry < I(Ure,Ura; Y1) — I(Ure, Ura; X2)
Ry < I(X3;Y32,Use)
Ry < I(X5,Ui; Ya)
0 ‘ ‘ ‘ ‘ w ‘
Ry + Ry < I(X2,U1¢;Y2) + I(Ura; Y1, Use) 0 05 ! 15 2 25 8 35

R2 [bits/channel use]
— I(U1a; X2, Use)- (47)
Fig. 5. Achievable rates of Thm. 1 and [6, THihand outer bound of Cor. 1.
It is interesting to evaluate the rates of Thm. 2 achieveugo shown is the capacity region of a BC from the cooperatineoder, i.e.
with sequential decoding fakK,, = 0, Q = () as was done for caserz = 0.

joint decoding in (46). This evaluation results in
Achievable rate region (Thm.1)

15 T T T

Rig < I(Ura; Y1|Use) = 1(Ua; X2|Use) =P8
R, < min{I(U1; Y1), I(U1; Ya)} — I(Ure; X2) L opo
Ry < I(X3;Y2,Use). (48)
Remark 8:When I(Uy.; Y1) < I(Uy;Y2), decoder2 can N P, =6 |
decodel;. Thus, there is no need to rate split at encoter az‘0-3
b2=2

and we choosé/;, = (. It follows from (47) and (48) that
for this case the same rates can be achieved by sequer N
decoding or by joint decoding. e o erating

Remark 9:We observe from (48) thak,., being a common 4~ st encoder
rate, is bounded by the worst channel, as reflected by t
min{I(U1e; Y1), I(Ure; Yo )} term. If I (Uye; Y1) > [(Use; Ya),
transmitting X, will allow decoder2 to decode part ol
before decodingV.. It will also serve as an observation wher
decodingW, as suggested by the expressif(it/;.; Y2, Xa,) 0 w w w o
. . s 0 0.5 1 15 2 25 3
in (19). This will improve the common rat&,. R, [bits/channel use]

We evaluated region (47) for

[bits/channel use]

Fig. 6. Achievable rates for different values of the nonsmerating encoder

Xo ~ N[O,Pg], X1 ~ N[O,aﬂpl], Xiq ~ J\/[O,QBPl] power, Ps.

Uie = Xie + M Xy Corollary 1: When b > 1, any achievable rate pair
Uta = X1a + A2 X2 (R1, Ry) satisfies
o P
X1 = X1+ X1a + %Xz (49) R < C((1 = p?)P)
? Ry + Ry < C(B2P, + Py + 20\/02PiBs)  (50)
where N[0, o%] denotes the normal distribution with variance

o2, and0 < o, < 1 and0 < \j, \o. Parametersy and OF Somep, 0 < p <1, where

# determine the amount of power that the cognitive user _1

dedicates respectively for cooperatidn+{«) and for sending Cla) = 2 log(1 + ). (51)

the common message. . _ Fig. 5 shows the achievable rate region (47) and the outer
We compared the achievable region (47) to the outer boupgund (50) for channel gain value? = 0.3, 5> = 2 and equal

of Th_m. 5 which in Gaussian channels is given by thﬁowersPl = P, = 6. We observe higher rates of Thm. 1

following corollary: compared to that of [6, Thng).



Achievable rate region and outer bound Achievable rate region
: : T .
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Fig. 7. Impact of reduced power of the cognitive transmitteachievable Fig. 8. Comparison of achievable rates with joint and setialedecoding.
rates. Rates achieved with Thrh.are shown in solid lines and rates of [6]
are shown with dotted line. Dash-dotted line shows the dooemd.

used. More details on this approach are presented in [12].

When the encode? does not transmit (i.eP, = 0), the Fig. 8 shows the performance of the two decoding schemes

channel reduces to the broadcast channel in which thergyis odven the channel gain valuesandb for which the perfor-
the cooperating encoder communicating to the two receivefdance differs significantly.
The rates achieved in the BC are also shown. Unlike the

BC channel rate region, the interference channel with one _ _
cooperating encoder region is flat for smaller valuesRef ~ We have developed an encoding strategy for the interfer-

reflecting the fact that for smaller values & a cognitive €nce channel with one cooperating encoder that generalizes
transmitter does not need to cooperate. It can instead sisePfieviously proposed encoding strategies. We evaluated its
full power to precode and transmiit; at the single-user rate Performance and compared it to the performance of other
as if the second user was not present. It starts cooperatigg oschemes, focusing on the Gaussian channel. A comparison
for higherR,. At R, = 0, the cooperating encoder fully helpswith [3] would be an interesting next step. It is unclear
encoder?, i.e. a = 0 and user2 benefits from the coherentWhether our strategy generalizes the scheme in [3], or veneth

VII. CONCLUSIONS ANDFUTURE WORK

combining gain as indicated by the rate expression a combination of the two techniques would achieve higher
) rates. We also compared the proposed scheme to the outer

1 P bound that we developed for the strong interference regime.

Ramaa = 5 log | 1+ <1 + b\/g) P We further developed a new outer bound that extends the Nair-

El Gamal broadcast outer bound. Evaluating this bound for

The achievable rates come very close to the outer boussggcific channels such as Gaussian may prove useful.
especially for larger values aRs, in the regime where the The cognitive radio channel shares some characteristics of
cognitive encoder dedicates more of its power to cooperatdoth interference channels and broadcast channels. Comgbin

Fig. 6 shows achievable rates for different values of powencoding strategies developed for either of the two channel
P, and fixed powelP;. As P, decreases, the performance getsodels therefore seems a natural approach. However, the
closer to the rate achieved in the BC with only the coopegatimptimality of a particular encoding scheme seems to be in
encoder transmitting to the two receivers. Since in the B@art dictated by the channel conditions: for the Gaussian
encoder2 is not present, the rate region does not depend ohannel in which decode? experiences weak interference,
P, and is given by the dashed line. Fig. 7 shows the effect dirty-paper coding is capacity achieving. On the other hand
reducing power at the cognitive encoder, keepisgconstant. strong interference conditions may allow the cognitiveereer
This has a higher impact, drastically reducing r&te to decode the message not intended for him and therefore

For the Gaussian channel, the rates achieved with sequerBC against that message is not needed; superpositiongcodin
encoding (48) can be evaluated for the choice of randcand rate-splitting achieve capacity. An even simpler sahem
variablesX,, X1, Uy,, X1, as in (49).U,. carries a common suffices when both receivers experience strong interferenc
message and is to be precoded against interference. Siceatid can both decode the two messages. Neither DPC nor rate-
two channels from encodérto the two receivers experiencesplitting is needed; superposition coding is capacityi@cdhg.
different interference, the carbon-copy method of [21] ban The encoding scheme presented in this paper is a combination



of rate-splitting, GP binning and superposition coding. We Analysis: Assume (w1, we, Waq, w2p) = (1,1,1,1) was
believe that this general encoding scheme may be capacignt. Encoder error occurs if
achieving for certain special cases related to the channel 01) Encoder1 cannot find a bin indexb. such that

specific encoding/decoding constraints. Finding such iapec (u(1,b0), 25 (1), 23 (1,1)) € Te(Puy,. X0 x,,) Which
cases is a topic of ongoing investigation happens with probability
APPENDIXA: PROOF OFTHEOREM 1 W 2N Re N
Proof: (Theorem 1)Code construction: Ignore Q. Peenct = Pl ﬂ (U2 (1,be), w34, (1), 223,(1, 1))
Choose a distributiop(2q, 2oy, Ui, Ura, T1, T2). bo=1
« Split the rates as in (9)-(10). # Te(Pry X0 xa)] N
o Generate 2VF2 codewords z) (wy,), wi. = = (1= P [(Ufi(1,be), (1), 23, (1, 1))
1,...,2NR2a by choosing z2,.,(w2,) independently oN R
according toPx,, (-). € Te(PuneXau ) .
e« For each wsy,: Generate 2NF2  codewords NI (U1eiX20 Xo0) 48]\
N ; N <(1-(1—-€)2
T (Waa, wap)  USING T,y Pxyyxon C1720,n (W024)),
wop = 1,..., 2N Rz, < exp (_(1 _ 6)2N[RQ—I(U1C;X2Q,X2b)—5]) (52)
« For each paiwa,, wap) : Generater) (wa,, wap) Where S )
x4 is a deterministic function ofzsq, z23). where the first inequality follows from [29, Th&6.1]
« Generate2V(Rict+Ri) codewordsul (w,, be), we = and the second fror(ri x)™ < exp~ ™. From (52), the
S2NRwe p =1, .. 2NFie using Py, (-). error probab|I|ty ~ encl can be made arbitrarily small
« For eachul.(w.,b.): Generate2N(F1= /1) codewords if )
uﬁ(wc, bc, W1ia, bl(l)l W1q = 1, ey 2NR1‘1, bla = Rc > I(Ulc; X2a7 X2b) + 0. (53)
' . N
1,...,2NMa using[,_, P%MIUM('ch,n(wmbc))- 2) After it has determined bin indeX., say b, =
o For (wy,ws) : Generater; (w2a_7 §U2{Jawcabcaw}aab1a) 1, encoder1 cannot find a bin indexb;, such
where z; is a deterministic function of that (U{Va(l,1,1,b1a),U{VC(1,1),96%(1),%%(1,1)) c
as y ey lay ' U, U Xon X wnic appens wit robabllit
(,TQ 26, e, U1 $2) T(P 1aUicX2a 2b) hich h pp ith p b bly

Following the proof in [28, Appendix D], it can be shown that

o . L NRf,
it is enough to choose respective andz; to be deterministic ) 2 N N N
functions Of(xga,xgb) and (xga,xgb,ulc,ula,xg). Pe encl = P[ ﬂ (Ula(la 1, 1ab1a)aulc(1a 1),$2a(1),
Encoders: Encoderl: b]i;d
1) Split the N R, bits w; into N Ry, bits wi, and NR. 5521;517 1) ¢ Te(P U;;UszaX]zvb)]
bits w,. Similarly, split theN Ry bits ws into N R,, bits = (1= P [(Uiy(1,1,1,b1a), up,(1,1), 5,(1),
wo, and N Ry, bits wa,. We write this as oNRi,
‘T%(L 1)) € TE(PUlaUlcxzaX%)]) . (54)

wy = (Wia, We), w2 = (Waq,; Wab)- We have

2) Try to find a bin index b, so that PIUN(1,1,1,b1a), u(1,1), 25,(1)

(uﬁ(wcabc)ax%(MQa) xé\[f;(’w&lawﬂ))) S N
Te(Py,.x..x, ) Where T.(Pxy) denotes jointly e- 294(1,1) € Te(Puy, 01X 20 X20)]
typical set with respect tdxy, see [29, Sed.6]. If — Z Plul |ul]

no suchb,. is found, choosé,. = 1.
3) For each (w.,b.): Try to find a bin index by,
such that(u (we, be, W14, bia), ud.(we, be)), 22 (wag ),

uy), ETe(PUyU1cXaq Xap lufl s, zdy,)
> (1 _ 6)2—N(H(U1a\Ulcxzaxzb)—H(Ula|U1c)+5)

@3 (waq, wap) € Te(Puy,v1. x50 X2 )- If CANNOL, choose = (1 — )27 VU0 Xze X |) +0) (55)
bia = 1'_ N where the first inequality follows from the fact the&t)
4) Transmitzy' (waa, wap, We, be, Wia, b1a)- was generated according R, |1, (also directly from
Encoder2: Transmitzd (waq, wap). R R [30, Handout3.]).
Decoders:Decoderl: Given y{', choose(i., be, Wi, bia) Employing (55), we can bound (54) as

if (ull (e, be), ufl (e, bey Bra, bia), yl) € Te(Pus.v)- If
there is more than one such a quadruple, choose one. If there pe@e)nc1 < (1 —(1- 6)TN[I(UML;Xza.,X2b|U1c)+6])
is no such quadruple, choo(sb, 1,1,1) '

/
oNRy,

Decoder 2: Given ), choose (i, i, b, ;) < exp (—(1—6)2N[R;fl(Ul“"'X%’X%'U“)*‘;]
if (3 (), ufl (101, b)), @y (i, ), y3') € (56)

T.(Px,,U,.x,Y,). If there is more than one such a
qguadruple, choose one. If there is no such quadruple, choose

(1,1,1,1). 1o > 1(Ura; Xoa, Xob|Ure) + 9. (57)

We need



Error event Arbitrarily small positive error probability if

E1 (1?).3751,1?)1“:1) Rc‘FR.l;SI(Ulc,Ula?Yl)

E2 (wc =1 wla 75 1) Rla, + Rlla S I(U1a§ Y1|U1c)

E3 (’Ll)c?é 1 ’Ll)la 75 1) Rc+R/c+Rla+Rl1a SI(U107U1G;Y1)

By | (g, 7 1wy, = T,op = 1) Raa < I(X2a, Xop; Y2, Utc)

By | (@b, #1,ah, #1La, =1) Raq + Rop < I(X2q, Xob; Y2, Ulc)

El W), # 1,wéb = ,uag Z1) Roa + Re + R, < 1(X2a, Xob, Ure; Y2) + 1(Uic; X24, Xob)
By | (wh, #£L @5, #Lw, #1) | Rag + Rop + Re + R < I(X2a, Xop, Ute; Y2) + I (Uie; X2a, Xop)
Eé (wéa = 7wéb 1711}2 = 1) R2b S I(X2b§y27Ulc‘X2a)

B | (W, = Lah, ZLul £1) Rap + Re + Ri, < I(Xop, Uie; Y2[X2a) + I(Uic; X2a, Xob)

TABLE |
ERROR EVENTS IN JOINT DECODING AND CORRESPONDING RATE BOUNDS

Decoder errors: Possible error events at decoders are We next consider the error events at decazlefor F;
shown in the first column of Table I. We next derive the oNRg,
corresponding rate_bounds given in the second column op[wéa £ 1,0, = 1,0, = 1] = Z P[(U{\c’(l,l),
the same table, which guarantee that the error probability o

’wga:2
each event can be made small Esgets large. Bounds for N N N
i i a), X, ar 1), Y T.(P 64
E,, E}, E} are loose. The rest of the rate expressions in Table | 20(W20), Xy (w20, 1),2") € Te(Pvexau x73)]- (64)
yield (11)-(16). We have
Consider the probability of evert; : PIUN1,1),XY (waa), XN (w24, 1), YY)
9NRc 9NRY, € TE(PUICXZaX2bY2 )]
P[ﬁ)a 7£ 1,12)1(1 = 1 Z Z Ulc We, c), = Z P[xéi’x%]P[yévuﬁ]
N e (uif ol )l €T,
Ula(wCa be, 1, 1)a Yl ) € TE(PUlcUlayl )] < 2*N[I(X2a7X2b;Y2-,U1c)*5]_ (65)
< 27N[I(Ulc,Ula;Yl)f(RchR;)*(;] (58) -

From (64) and (65),

by [29, Thm8.6.1] and [30, Handoutl, Thm. 2]. From (58), Roa < I(Xaq, Xap; Ya, Us). (66)

the arbitrarily small error probability of/; requires
ks P ity ok requl The probability of evenf, is

RC—FR:: <I(U10,U1a;}/i). (59) 9N R2g 9N Roy,
Pliy, # 1,10, # 1,4, = 1] = Z Z U1c11

W2q =2 wap=2

Similarly, the probability ofE; is

oNRiq gNR], X2]\¢]z(w2a)a Xéi(“’?aa w2b)7 }/QN) € TE(PUchQaX%Yz)]'
Plipe = Lina # 1] = > > Pl(UNQ,1), (67)
W1a=2 b1g=1 Following the same steps as in (65) and using (67) it can be
UN(1,1,w14,b14), YlN) € T.(Pu,.u,.v1)] shown that the arbitrarily small error probability Bf, requires
< 27 N W Uhe) =(Fret Fro) =0) (60) Razq + Ray < I(X2q, X243 Y2, Use). (68)

where the inequality follows by [30, Thm., Handatit we Ve next consider;:

need P, # 1,5, = 1,1, # 1]
Ria + Ry, < I(Ura; Y1|Ute). (61) 2N F2a gNRe NI,

=3 N PUUN (we. be), X3 (waa),  (69)

W2ea=2Wc=2 b.=1

oNRe gNR; gNR1q N R, Xél\g('(UQa, 1)5 }/QN) € TE(PUICX2aX2bY2)]' (70)

P, # 1,114 # 1] = Z Z Z Z Ulc we,be),  \We have

We=2 bo=1 W1,=2 byo=1 N N N N
Ula(wc,bmwlaabla) ) Se (PUlcUlaYI)] P[(Ulc(wmbC)7X2a(w2a)7X2b(w2a’ 1)7}/2 )

The probability of E5 is, similarly as in (58),

< 9 NUU1e.U1a:¥i) - (RC+R’C+R1Q+R1Q) 5] (62) € Te(Puy. X34 X202 )]
. = Z P[xé\fl,x%]P[ulc]P[yz ]
requiring (o, 2y )eT.
< 27N[I(X2a7X2b-,Ulc§Y2)+I(U1c:,X2a7X2b)75]' (71)

Rc+R£+R1a+R/1a < I(UlcaUla;}/l)' (63)



From (70) and (71) it follows that Decoder: Given ", try to find (w,j) such that

N ] N(j N ET(PSUy).
Rog + Re + R < I(Xoa, Xop, Ure; Ya) + I(Ure; Xoa, X (w™(w, ), 8" (1), y™) € Tc
20+ fle 4+ (Xaa; Xav, Utei ¥2) + 1(Use: Xza, Xav). Analysis: Supposew = 1,j = 1 was sent. Errof{a # 1}

(72) sis: Supp =1 was L
For E/, we use the same approach as in (70) and reuse (?ffurs if{@ # 1,5 # 1} or { # 1,7 = 1}. The probability
to obtain error is
9NRs gNR

R2a+R2b+Rc+R/c < I(Xga, Xop, Uie; }/2)+I(U1C’ Xoa, X2b)-
73)  Pe=Y > PlUN(w,5), 8V (), YN) € Te(Psuy)]

We continue by considering error eveh: J=2 w=1
2NR
2"V f2p N N N
Pl = 1,y # 10, =1 = 3 P{UN(1,1), + 2 PO 1MW YY) € Te(Pouy)
wap=2 N(R+R;—I(US;Y)+61) N(R—I(U;Y|S)+32)
<2 +2 81
X%(l),X%(l,’LUQb),}/zN) € Té(PUlcxzaxsz2)]' (74) ( )
We have wheredy, 62 — 0 as N — 0. From (81) andI(U;Y|S) =

I(X;Y]S) it follows that
P[(Ulj\c[(lv 1)a XQAZz(l)a Xé\l;(lv w2b) }/QN) SN (PUICX2CL X2b-,Y2)]

= > Plady, x| Plut., v’ |75y) R < min{I(U,5;Y) — Ry, I(X;Y|5)}. (82)
(uﬁ,xé\;,xé\;,yé\’)GTe
< 27N (X26,U1¢3Y2] X2a) =0] (75) Note that we could have choseff = 2" in the superposition

coding above, so that (83) is
From (74) and (75) it follows that

Ray < I(Xap, Ure; Ya| Xoa).- (76) R <min{I(X,5;Y) — R, [(X;Y]S5)}. (83)
For the error evenEy, we have -
9N Ry, 9gNRe 9gNR,
Py, = 1,104, # 1,0, # 1] Z Z Z (U (we, be), APPENDIX C: PROOF OFTHEOREM 4
Wop=2w.=2 b.=1
Xon (1), Xop (1,wa), Y3") € Te(Puy, Xau Xapv2))- (77) Proof: (Theorem 4)Consider a codéM;, M, N, P,)

for the interference channel with one cooperating encadler.

Again ) ) i P
gal first consider the bound (31). Fano’s inequality implied fba
Pl(UN (we, be), Xow (1), Xay (1, wap), Y5¥) reliable communication we require
€ TE(PUlcxzaX%Yz)] N(R 4R )
1 2
= > Plagy, w33 Pluli] Plyd|23,] N N
N N N N SI(WUYl )"’I(WQ;YQ)
(ules®2q Top,Ya JETe
< 9~ N[I(X2p,Ure;Y2| Xoa)+1 (Ure; X2a,X26)—0] (78) S(a) I(Wl;YlN|W2) + I(WQ;YQN)
N
From (77) and (78) it follows that — ZI(WUYfIWz,YQ{\QH) _ I(W1;Yf71|W2,Y2{\£)
Rop + Re + R, < 1(Xap, Uie; Ya| Xoa) + 1 (Ue; Xoa, Xab). = N
(79) + 1(Wa; Ya,ilYs541)
H N
=Y T(Wy YW, YN ) — [T(W7, Yo i3 Y H W, Y3
APPENDIXB: PROOF OFLEMMA 1 ; (W YilWe: Ya i) = LW Yo s VW2, Vi)
Proof: (Lemma 1)For I(S;Y,U) < R, < H(S) use = I(Yai; Y Wa, Yo )] 4 T(Was Ya i Yo )
G-P coding [13]. The achieved rate is N
. L yi—1 N
R<I(U:Y) - I(U:$). 80) = D TWuYii|Wa, Vi) = I(Ya i Y™ Wa, W2, Y3y y)
i=1
Note thatl(U;Y) — I(U;S) < I(X;Y]9). + I(Wo, Y71 Yo | VY V1)

For R, < I(S;Y,U) proceed as follows.

N
Code construction: For every codewords™(j),j =
1,...,2N8:  generate 2VE codewordSu (w,7), w = g (Whs ¥a4lWa, Vi) + (W, Vi Yo (84)
1,...,2NR using [, P E\f (|50 (5)
Encoder Givenw ands (9)s chooseuN(w j) and trans- where(a) follows from the independence &%, Ws; in (b),
mit 2V = N (N (w, 5), s (7). we letY/, = (Yii,...,Y,,) andV; = [¥{ 1, v\, ].



We next consider the bound (29). Fano’s inequality impligso]

NRy < I(Wo; YY)

I
.MZ

N
Il
-

I(Wa; Ya il Yoy i)

-

@
Il
=

I(Wa, Y1 YN 15 Yay)

I(Wo, Vi; Ya5). (85)

I
.MZ

Il
-

[11]

[12]

(23]

[14]

Note that for (84) (85) we have used only the independeni@él
of Wy and W5, and the non-negativity of mutual information.
The bounds (28) and (30) thus follow by symmetry.

We introduce random variabld$, ; = W; andUs;; = W»
for all 4, to get the bounds in the form (28)-(31). Observe th

Ui,; and U, ; are independent. Furthermore, due to unidirec-

[16]

tional cooperation, the joint probability distributionctars as [18]

in (32).

APPENDIXD: PROOF OFTHEOREMS5

Proof: (Theorem 5)rhe bound (42) follows by standard[

methods. To prove (43), consider (31) and

[19]

(U Y1|U2, V) < I(U; Y1, Xo|Us, V) [21]
= I(U1; Y1|U2,V, X2)
< I(Uy, X1;Y1|Us, V, Xo) [22]
= I(X1;11|U2,V, X2) 23]

SI(X17Y2|U27V7X2) (86)

where the second step follows by the Markov chain (32), and

24] T. Cover,

the last step follows by (41). We similarly have
I(V,Us;Y2) < I(Us,V, X2;Y2). (87) 25
Combining inequalities (31), (86) and (87) gives (43). B 5
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