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Abstract

Conventional hybrid automatic retransmission request (HARQ) is usually used to maximize through-

put. However, high throughput is achieved at the expense of high latency. We study a novel broadcasting

HARQ strategy. The multi-layer broadcast approach is suitable for the case where transmitter has

no channel state information (CSI), which is the case with HARQ schemes as well. The broadcast

approach enables the receiver to decode rates, which are matched to every fading gain realization. That

is, the higher the fading gain realization, the more layers are reliably decoded. The broadcast approach

combined with HARQ enables achieving high throughput with low latency. In a broadcast HARQ

scheme every code layer supports HARQ independently. Thus HARQ is applied in every transmission

block to undecoded layers only, which highly increases the broadcast approach efficiency. In this paper,

both broadcast chase combining (BCC) HARQ and broadcast incremental redundancy (BIR) HARQ are

studied in the limit of infinitely many layers, and for finite level coding. Interestingly, with continuous

broadcasting the BCC-HARQ is found to closely approximate the BIR-HARQ, while using a sub-optimal

broadcasting power distribution.

Index Terms

Multi-layer broadcasting, hybrid-ARQ, incremental redundancy, chase combining.

I. INTRODUCTION

An efficient technique for increasing the average throughput is by using retransmissions

based on hybrid automatic retransmission request (HARQ). Abasic ARQ scheme, known as
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the ALOHA protocol, requires retransmission for bad channel conditions (outage), until the

channel is sufficiently good to allow for reliable decoding.Its maximal throughput is known as

the outage capacity [1]. A more advanced HARQ scheme performs optimal coherent combin-

ing of all retransmissions, thus improving the probabilityof successful decoding. This HARQ

scheme is known as the chase combining HARQ (CC-HARQ) [2]. With incremental-redundancy

HARQ (IR-HARQ), retransmissions include additional parity bits which allow joint decoding of

previously transmitted blocks, and thus reduce the rate of outage events. In all ARQ strategies,

there is a fundamental tradeoff of throughput and latency. The more allowed retransmissions,

the higher the achievable average throughput, at the expense of higher latencies.

In the absence of transmit channel state information (CSI),and when considering the average

throughput or delay as figures of merit, it is beneficial to usethe broadcast approach [3]. The

broadcast strategy facilitates reliable transmission rates adapted to the actual channel conditions

[3], [4]. The multi-layer broadcast approach hinges on the broadcast channel, which was first

explored by Cover [5]. In a broadcast channel, a single transmission is directed to a number of

receivers, each enjoying possibly different channel conditions, reflected in their received signal

to noise ratio (SNR). Thus, the higher the fading gain, the higher is the achievable rate. HARQ

schemes combat the same outage problem, by retransmitting additional information allowing joint

decoding of multiple blocks. Evidently, the HARQ approaches end up with increased latencies. In

this work we consider a layered transmission, where each layer supports an HARQ retransmission

scheme, and thus after every block, the transmitter schedules a retransmission consisting of

undecoded layers only. Hence, higher throughput efficiencymay be achieved compared to the

conventional HARQ.

In [6], an information theoretic analysis of an IR-HARQ scheme is presented for the multiple-

access Gaussian collision channel. Numerous contributions on IR-HARQ code design schemes

using low-density parity check (LDPC) codes may be found, e.g. [7], [8], [9], and with application

to IR raptor codes [10]. In [11], a combined LDPC IR-HARQ is suggested for a MIMO V-

BLAST scheme, where a single outer code is used in transmission. The demodulation consists

of an MMSE estimator, followed by an LDPC decoder. In a sense,this concept resembles the

BIR approach, where layered data is obtained from the V-BLAST spatial streams. However, in

BIR a separate encoder is used per layer, and the V-BLAST decoding in [11] is sub-optimal as

it does not include successive cancelation.
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A practical IR scheme with Turbo codes is analyzed in [12], and extended to a collaborative

setting in [13]. A practical Turbo based joint source-channel IR coding scheme is presented in

[14], where puncturing is decreased adaptively as long as the source coding rate is greater than

its entropy, this scheme is referred to as combined incremental and decremental redundancy. A

modified CC-HARQ which applies retransmission of sub-packets only is studied in [15]. The

motivation there is to compensate for burst errors, by retransmitting only nearly erased bits. In

[16], a CC-HARQ scheme is investigated, where diversity is obtained by changing the bit-to-

symbol mapping every retransmission. This allows using thesame code and a bit-interleaved

coded modulation (BICM) interleaver for all retransmissions.

For the asymptotic case of high SNR, it is of interest to analyze the diversity-multiplexing

tradeoff. An additional dimension of delay in IR-HARQ schemes is studied in [17], where

the three dimensional diversity-multiplexing-delay tradeoff is fully characterized for a MIMO

channel. An achievable region for this tradeoff in presenceof relays is presented in [18].

In this work a new broadcast HARQ concept is suggested, wheremulti-layered coded data

is transmitted. A feedback channel from receiver to transmitter simply indicates the highest

successfully decoded layer. The system performs CC-HARQ orIR-HARQ for every layer sep-

arately. For finite level IR coding, expressions for averagethroughput are derived. Expressions

for the throughput are explicitly obtained for an outage scheme (classical single level coding

with IR-HARQ).

The case of many coded layers is studied through the continuous broadcast approach [4].

This approach achieves its highest efficiency already with asingle retransmission, when the

channel fading gain remains fixed during retransmissions. That is since the receiver feedback

indicating the highest decoded layer, also implicitly designates the channel fading gain. Thus the

transmitter can adapt the retransmission rate to guaranteezero outage. Several continuous BIR

and BCC HARQ protocols are considered, and average achievable rates are derived. Numerical

results show significant gains of continuous broadcasting with one retransmission over finite level

coding. One of the main advantages of combined layering and HARQ is the high efficiency

achieved with small delays. It is well known that high throughput of conventional HARQ is

achieved when many retransmissions are allowed, which requires high average delays. Here,

the more transmitted layers, the better the transmitter canreschedule retransmission to provide

nearly zero outage.
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The rest of the paper is organized as follows. The channel model is presented in section II.

Finite level coding HARQ is studied in section III. Continuous BCC-HARQ and BIR-HARQ

schemes are derived in IV. Numerical results demonstratingthe efficiency of the various protocols

are presented in V. Finally, section VI concludes the paper.

II. CHANNEL MODEL

Consider the following single-input single-output (SISO)channel,

y = hx + n, (1)

where y is a received vector (boldfaced letters are used for vectors). x is the original source

transmitted vector.n is the additive noise vector, with elements that are complexGaussian i.i.d

with zero mean and unit variance, denotedCN (0, 1), and h is the (scalar) fading coefficient.

The realization ofh is assumed to be perfectly known by the receivers. It remainsfixed over a

transmission block, and over multiple blocks corresponds to the complex Gaussian distribution,

denotedh ∼ CN (0, 1). The source transmitter has no CSI, and the power constraintat the source

is given byE|x|2 ≤ P , whereE stands for the expectation operator. Two main channel models

are considered:

1) Long-term static channel (LTSC) - during all HARQ retransmissionsh remains fixed.

This model represents a slowly fading channel with low delayHARQ mechanism.

2) Short-term static channel (STSC) - in every HARQ retransmissionh changes according

to the i.i.dh ∼ CN (0, 1). This model corresponds to a relatively rapidly varying channel,

or the slow fading case with delayed HARQ retransmissions.

III. F INITE LEVEL CODING

In this section the achievable throughput of finite level coding combined with IR coding is

derived. We begin with a short overview of single level coding (outage) IR-HARQ. Then, a two

level coding IR-HARQ is studied.

A. Outage Approach

In an outage approach a single level coding scheme is used in transmission of the first block.

If the receiver decodes the first block successfully, it returns a positive acknowledge (ACK);
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otherwise it returns a negative acknowledge (NACK). In an IR-HARQ scheme, every time a

NACK is received at the transmitter, it schedules a retransmission of the same data with different

parity bits, allowing the receiver to decode the original message using jointly all retransmissions.

Usually, a maximal number of retransmissionsM is defined. If a NACK is returned afterM

retransmissions, then an outage event is declared.

The average throughput for an outage approach with IR codingfollows from [6]. Define a

code rateR1, and assume that the rate on the first block isMR1 Nats per channel use. Following

from the renewal theorem [20], the average throughput is given by

η = E[R]/E[D] (2)

whereE[R] is the average reward, andE[D] is the expected inter-renewal time. In an outage

approach with no HARQ the transmitter sendsM blocks of data for every packet, and the

receiver attempts decoding only after receiving allM blocks. On decoding failure a NACK is

returned, which indicates an outage event. Thus in an outageapproach the average reward is

E[R] = MR1(1 − po,1(M)) (3)

wherepo,1(m) is the outage probability onmth retransmission. The delay per transmission is

clearly E[D] = M . Thus, the average throughput of a conventional outage approach is

η1(M) = R1(1 − po,1(M)). (4)

For an outage approach IR-HARQ the average reward is also (3). However, since the receiver

attempts decoding after every received block, the decodinglatency may be shorter in case of

successful decoding before theM th block. The average inter-renewal delay (latency) is

E[D] =

M
∑

m=1

m · q1(m) + Mpo,1(M) = 1 +

M−1
∑

m=1

po,1(m) (5)

whereq1(m) is defined as the probability of success on themth retransmission (while failing

all m− 1 previous retransmissions). The second equality in (5) may be verified by noticing that

q1(m) = po,1(m−1)−po,1(m), see also [6]. In an IR coding scheme themth outage probability

is

po,1(m) = Pr

(

I(x; y|h1) < MR1, I(x; y|h1) + I(x; y|h2) < MR1, ...,
m
∑

k=1

I(x; y|hk) < MR1

)

= Pr

(

m
∑

k=1

I(x; y|hk) < MR1

) (6)
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where the second equality is due to the monotonicity of the cumulative mutual information. The

mutual informationI(x; y|h) is specified by

I(x; y|h) = log(1 + |h|2P ) ≡ log(1 + sP ) (7)

wheres = |h|2, andP is the average transmission power, which is also the SNR as in(1).

We consider first the LTSC model, which is defined in section II. In this casehk = h,

∀k = 1, ..M . Hence, the outage probability on themth block is given by

po,1(m) = Pr(m log(1 + sP ) < MR1) = Pr
(

s < eMR1/m−1
P

)

= 1 − exp
{

−eMR1/m−1
P

}

(8)

where the last equality subsumes a Rayleigh fading channel,i.e. the fading power cumulative

distribution function (cdf) is given byF (x) = 1 − e−x, for x ≥ 0. The average throughput is

η1,IR,LTSC(M) =
MR1 exp

{

−eR1−1
P

}

M −
M−1
∑

m=1

exp
{

−eMR1/m−1
P

}

(9)

where η1,IR,LTSC(M) as η1(M) in (4) is the average achievable throughput for the classical

IR-HARQ scheme over a Rayleigh fading channel, under the LTSC model.

Using the STSC model, which is defined in section II, the outage probability of an IR-HARQ

scheme forM > 1 does not lend itself to a closed form solution. Therefore, only the case

of M = 2 is considered. The case ofM = 2 is particularly interesting when considering

broadcasting over an IR-HARQ scheme, as will be elaborated in section IV. Under the STSC

model

po,1(2) = Pr(log(1 + s1P ) + log(1 + s2P ) < 2R1)

=
(e2R1−1)/P

∫

0

ds
(

1 − exp
{

−( e2R1

1+sP
− 1)/P

})

e−s.
(10)

The average throughput is then specified byη1,IR,STSC(2) =
2R1(1−po,1(2))

1+po,1(1)
.

B. Two Level Coding

In what follows we consider multi-layer coding combined with an IR-HARQ scheme. The

transmitter performs multi-layer coding for the first transmission. Then, if all layers were reliably

decoded, it returns a simple ACK. However, if only some of thelayers were decoded (due to the

instantaneous fading), it returns a NACK with an index pointing to the highest decoded layer.

Thus, the retransmission consists of additional parity bits only for undecoded layers.
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Our system model assumes a short term power constraint, i.e.identical power constraintP

per transmission. This means for layered IR that in retransmission of additional parity bits for

undecoded layers, the power associated with a specific layerincreases every retransmission as

more and more layers are decoded. In case of a long term average power constraint, which is

defined on multiple transmission blocks, the throughput maybe even further optimized by using

a different power allocation for each retransmission. However, such power allocation is not in

the scope of this work.

We derive now the expected throughput, as defined in (2), for two level coding HARQ. The

average reward is

E[R] = MR1(1 − po,1(M)) + MR2(1 − po,2(M)) (11)

wherepo,i(m) is the outage probability on themth retransmission of theith layer. The average

inter-renewal delay is

E[D] =
M

∑

m=1

m · q2(m) + Mpo,2(M) (12)

whereq2(m) is defined as the probability of successful decoding of the second layer on themth

retransmission (while failing allm − 1 previous retransmissions).

1) LTSC model: In this channel model a high (or low) SNR approximation is required for

evaluation ofpo,2(m), andq2(m). The outage probability of the first layer is straightforward to

derive

po,1(m) = Pr(mI(x1; y|h) < MR1) = Pr
(

m log(1 + αsP
1+αsP

) < MR1

)

= 1 − e−β(m) (13)

whereβ(m) , eMR1/m−1

P(α−α(eMR1/m−1))
, and whereαP is the power allocated to the first layer, and

αP = (1−α)P is the power allocated to the second layer (0 ≤ α ≤ 1) in layered transmissions.

In computation ofpo,2(m) the mutual information of the second layer depends on whether or not

the first layer was reliably decoded. This is formulated in the following probabilistic expression

po,2(m) =
m
∑

k=1

Pr{kI(x1; y|h) ≥ MR1, (k − 1)I(x1; y|h) < MR1,

kI(x2; y|h, x1, P2 = αP ) + (m − k)I(x2; y|h, x1, P2 = P ) < MR2}

+Pr(mI(x1; y|h) < MR1)

(14)
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whereP2 is the allocated power to the second layer. As may be noticed for everyk, there are

(m− k) transmissions of the second layer only, as the first layer is successfully decoded on the

kth retransmission. The expression ofpo,2(m) in (14) may be simplified as follows

po,2(m) =
m
∑

k=1

Pr
(

β(k) ≤ s < β(k − 1), (1 + αsP )k(1 + sP )m−k < eMR2
)

+ po,1(m)

≈
m
∑

k=1

Pr
(

β(k) ≤ s < β(k − 1), αk(sP )m < eMR2
)

+ po,1(m)

= 1 − e−β(m) +
m
∑

k=1

e−ζ2(m,k) − e−ζ1(m,k)

(15)

whereβ(0) = ∞, andζ1(m, k) , min {β(k − 1), γ(m, k)}, andζ2(m, k) , min {β(k), γ(m, k)},

and γ(m, k) , 1
P
α−k/meMR2/m. In addition, the above approximation holds forαsP >> 1.

The low SNR approximation forγ(m, k) is given for αsP << 1, and isγ(m, k) , eMR2−1
m(1+α)P

.

However, in the numerical results we will be using only the high SNR approximation. Similarly,

the probabilityq2(m) of successful decoding of the second layer at themth retransmission is

q2(m) =
∑m

k=1 Pr( β(k) ≤ s < β(k − 1),

kI(x2; y|h, x1, P2 = αP ) + (m − k − 1)I(x2; y|h, x1, P2 = P ) < MR2,

kI(x2; y|h, x1, P2 = αP ) + (m − k)I(x2; y|h, x1, P2 = P ) ≥ MR2),

(16)

which simplifies into

q2(m) =
m
∑

k=1

Pr(υ2(m, k) ≤ s < υ1(m, k)) = e−υ2(m,k) − e−υ1(m,k) (17)

whereυ1(m, k) , min {β(k − 1), γ(m− 1, k)}, andυ2(m, k) , min {υ1(m, k), max {β(k), γ(m, k)}}.

Notice that the relationship betweenpo,1(m) and q1(m), which was established for the single

level coding in (5), does not hold forpo,2(m) and q2(m) in two level coding, as indicated by

(15) and (16).

2) STSC model: Analytical derivation of the probabilitiesq2(m), po,1(m), andpo,2(m) could

not be done in closed form, for everyM . However, forM = 2 these probabilities have a single

integral form, and are derived as follows. From (11)-(12), it is clear that derivation ofpo,1(2)

and po,2(2) is required. We note thatE[D], for M = 2, is E[D] = 1 + po,2(1), which follows

from (12). The outage probability of the second layer on the first transmission is

po,2(1) = Pr{I(x1; y|h1) < 2R1 or (I(x1; y|h1) ≥ 2R1, I(x2; y|h1, x1, P2 = ᾱP ) < 2R2)}

= 1 − e−γ1

(18)
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whereγ1 = max
(

e2R1−1
αP−ᾱ(e2R1−1)P

, e2R2−1
ᾱP

)

. The first layer outage probability, form = 2, is

po,1(2) = Pr{I(x1; y|h1) + I(x1; y|h2) < 2R1}

=
∞
∫

0

ds2e
−s2(1 − exp

{

−max
(

0, γ2

αP−ᾱPγ2

)}

)
(19)

whereγ2 = e2R1

1+αs2P/(1+ᾱs2P )
− 1. The outage probability of the second layer form = 2, while

reliably decoding the first layer, is as follows

po,2(2) = Pr{I(x1; y|h1) + I(x1; y|h2) < 2R1}

+Pr{I(x1; y|h1) < 2R1I(x1; y|h1) + I(x1; y|h2) ≥ 2R1,

I(x2; y|h1, x1, P2 = ᾱP ) + I(x2; y|h2, x1, P2 = ᾱP ) < 2R2}

+ Pr{I(x1; y|h1) ≥ 2R1I(x2; y|h1, x1, P2 = ᾱP ) < 2R2,

I(x2; y|h1, x1, P2 = ᾱP ) + I(x2; y|h2, x1, P2 = P ) < 2R2}

= po,1(2)

+
∞
∫

0

ds2e
−s2(exp

{

−max
(

0, γ2

αP−ᾱPγ2

)}

− exp
{

−min
(

( e2R2

1+ᾱP s2
− 1)/ᾱP, γ3

)}

)

+
∞
∫

0

ds2e
−s2(exp {−max(0, γ3)} − exp

{

−min
(

(e2R2 − 1)/ᾱP, ( e2R2

1+Ps2
− 1)/ᾱP

)}

)

(20)

where γ3 = e2R1−1
αP−ᾱP (e2R1−1)

. The second term in (20) is the probability of decoding the first

layer and failing on decoding of the second layer on first transmission. The last term is the

probability of decoding the first layer on the first transmission, and failing to decode the second

layer after the retransmission, where the retransmission consists of the second layer only with

powerP2 = P .

The average throughput can now be computed, from (18)-(20) for two level coding, by using

η1,IR,STSC(2) =
2R1(1−po,1(2))+2R2(1−po,2(2))

1+po,2(1)
.

IV. A CONTINUOUS BROADCAST AND HARQ APPROACHES

In this section layered CC-HARQ and IR-HARQ are studied in the limit of continuous

layering, such that after the first layered transmission, the transmitter retransmits the same data

or additional parity bits for the undecoded layers. The combined layering and HARQ may be

practically used with superposition coding schemes, or dirty paper coding schemes. Only LTSC

model is considered. Interestingly, under this model and continuous broadcasting, the feedback

of the first transmission actually reveals the exact fading gain (within a specific range). This

allows the transmitter to retransmit only part of the layered information such thatno outage
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will occur on retransmission. Clearly, the range of fading gains revealed to transmitter depends

on the power distribution of first transmission. Another important aspect of this approach is that

the first retransmission can already guaranty (to some extent) zero outage, which encourages

to limit M to M = 2. That is, no residual interference will remain after retransmission, under

some conditions of the fading gain interval. In addition to HARQ based protocols, we consider

a retransmission scheme, which only utilizes the transmitter CSI on second transmission. The

various protocols are numerically compared in section V.

The broadcast approach for the SISO channel was introduced in detail in [4]. For completeness

of presentation we quickly review the principles of the broadcast approach. The incremental rate

as function of power allocation is [4]

dR(u) =
ρ(u)udu

1 + I(u)u
(21)

whereI(u) is the residual interference function, such thatI(0) = P , andρ(u) = − d
du

I(u) is

the power density function. The maximal average rate (M = 1) is expressed as follows

Rbs,avg = maxE[R(s)] = max
I(u)

∞
∫

0

du(1 − F (u))
ρ(u)u

1 + I(u)u
(22)

whereF (u) is the fading gain cdf. The optimal power distribution, which maximizes (22), is [4]

Iopt(u) =



















P u < u0

1−F (u)−u·f(u)
u2f(u)

u0 ≤ u ≤ u1

0 u > u1

(23)

wheref(u) is the fading gain probability density function (pdf) ofu, and the boundariesu0 and

u1 are obtained from the boundary conditionsIopt(u0) = P , andIopt(u1) = 0, respectively. This

will also be the optimal power distribution forM = 1, however for other layered HARQ schemes

it will probably be sub-optimal. Four Broadcast CC-HARQ (BCC-HARQ) and Broadcast IR-

HARQ (BIR-HARQ) protocols are suggested.

A. BCC-HARQ, Protocol I

On the first transmission, the transmitter performs continuous broadcasting overs ∈ [s0, s1],

corresponding to the non-zero range ofρ(s). Denote byseq(s) the equivalent fading gain up to

which decoding is possible on retransmission. Then, a retransmission (M = 2) is as follows:
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1) s < s0 - the receiver on the first transmission was in complete outage, retransmission is

identical to first transmission (since no layer was reliablydecoded).

2) s ∈ [s0, s1), and seq(s) < s1 - the receiver on the first transmission decoded layers up

to s > s0, however could not decode all layers. Retransmission (M = 2) consists of the

layered information for undecoded layers, butonly those layers which can be decoded at

M = 2. That is, since the transmitter knowss, it can predict up to which layer the receiver

will be able to decode. Therefore, retransmission with suitable power scaling is performed

for layers in range(s, seq(s)]. The conditionseq(s) ≤ s1 suggests that not all originally

transmitted layers can be decoded, and the equivalent fading gain representing the highest

decodable layerseq(s) is smaller thans1.

3) s ∈ [s0, s1), andseq(s) = s1 - the receiver on the first transmission decoded layers up to

s0 < s < s1, and can fully decode all layers after retransmission, since seq(s) = s1. Then,

retransmission consists of layered information for undecoded layers, and a new layer with

new information. That is, since the transmitter knowss, which was sufficiently large, it

designs the retransmission such that all originally transmitted layers will be decoded, and

adapts the new layer such that zero outage is guaranteed.

4) s ≥ s1 - the receiver on the first transmission decoded all layers (no layer in outage).

The retransmission (M = 2) includes only new information, in a rate corresponding to

a fading gains1. On a first look, this may seem to be a sub-optimal approach, since the

transmitter doesn’t knows; it only knows s ≥ s1. However, it was shown in [21], that

whens1 ≥ sSISO
1 , single level coding matched tos1 is optimal, wheresSISO

1 corresponds

to s1 dictated by an optimal broadcasting power allocation for a SISO channel with no

transmit side information.

We now derive the rates, which express the throughput in Protocol-I. Consider a broadcasting

power distributionρ(s), whereρ(s) > 0 for s ∈ (s0, s1). The broadcasting residual interference

function is defined asI(s) =
s1
∫

s

ρ(u)du. The average rewardRbs,(s<s0) corresponds to average

achievable reward givens < s0,

Rbs,(s<s0) =

s0
∫

s0/2

dsf(s)

max{s0,2s}
∫

s0

uρ(u)du

1 + uI(u)
(24)
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where f(s) is the fading gain pdf, andR(s) =
max{s0,2s}

∫

s0

du uρ(u)du
1+uI(u)

is obtained by optimally

combining the two transmissions. The next achievable rateRbs,(s0≤s<seq(s)<s1) is obtained for the

case that not all layers are decoded even after the retransmission. The transmitter designs the

retransmission in the following way. Power is allocated to undecoded layers and up toseq(s).

That is, all the transmitter available power is allocated toa subset of layers, which were not

decoded on first transmission, and will be successfully decoded on retransmission:

ρ2(u) =







P
I(s)−I(seq(s))

ρ(u) s ≤ u ≤ seq(s)

0 otherwise
, (25)

whereρ(u) is the broadcasting power density during the first transmission. As may be noticed,

the power allocation per layer only scales on retransmission, and the layers which cannot be

decoded are not transmitted. Hence, after optimally combining the first and second transmissions,

the fractional rate associated with fading gains, is now

dR(s)|(s0≤s<seq(s)<s1) =
(1 + µ(s))sρ(s)ds

1 + (1 + µ(s))sI(s) − sµ(s)I (seq(s))
(26)

whereµ(s) = P
I(s)−I(seq(s))

. See Appendix A for a detailed derivation of (26). The fractional rate

in (26) may be written in a form viewing an equivalent channelafter the retransmission

dRbs,tot(s)|(s0≤s<seq(s)<s1) =
seq(s)ρ(s)ds

1 + seq(s)I(s)
(27)

where some algebra on (26) leads to the following equivalentfading gain

seq(s)|seq(s)<s1
=

s(1 + µ(s))

1 − µ(s)sI(seq(s))
. (28)

For everys, the equivalent fading gainseq(s) may be solved iteratively by substitutingµ(s) into

(28). The achievable broadcasting average reward is given by

Rbs,(s0≤s<seq(s)<s1) =

sb=s−1
eq (s1)

∫

s0

dsf(s)

seq(s)
∫

s0

du
uρ(u)du

1 + uI(u)
(29)

wheresb is derived from (28). Note thatI(seq(sb)) = 0, which simplifiesµ(s) and (28), hence

seq(sb) = s1 = sb(1 +
P

I(sb)
) (30)

from which sb is extracted by solving the second equation. Consider now the case where the

fading gain wassb < s < s1, which allows retransmission of all residual layers, and additional

new information. In this case, retransmission power is divided between the residual layers
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(minimal value required for its reliable decoding), and a new layer, which rate is determined

such that zero outage is guaranteed. The minimal power required for reliably decoding all layers,

assumings > sb is a modified version of (30), i.e.s1 = s(1 + α(s)P/I(s)), and then

α(s) =
(s1

s
− 1

) I(s)

P
. (31)

For everysb < s < s1, α(s)P is allocated to residual layered data, and(1−α(s))P is allocated

to a new layer to be decoded before the optimal combining of both transmissions. That is, the

new information layer is decoded by considering the layeredtransmission as interference. After

it is decoded, and removed from the retransmission signal, both transmissions are optimally

combined to extract all decoded layers. The average reward here has a rather simple form since

all layered data is completely decoded, and zero outage is achieved here,

Rbs,(sb<s<s1,seq(s)=s1) =

s1
∫

sb

dsf(s)







s1
∫

s0

uρ(u)du

1 + uI(u)
+ log

(

1 +
s(1 − α(s))P

1 + sα(s)P

)







. (32)

The last case is when all layers were decoded on first transmission (s ≥ s1). Here, the retrans-

mission includes only new data, which is transmitted as a single layer. That is,

R1L,(s≥s1) = (1 − F (s1))

(
∫ s1

s0

uρ(u)du

1 + uI(u)
+ log(1 + s1P )

)

. (33)

The next proposition states the achievable rate result for this protocol.

Proposition 4.1: The average achievable throughput of BCC-HARQ with Protocol-I over a

two block quasi-static fading channel (LTSC) is given by

ηBCC,Protocol-I =
1

2

(

Rbs,(s<s0) + Rbs,(s0≤s<seq<s1) + Rbs,(sb<s<s1,seq=s1) + R1L,(s≥s1)

)

(34)

whereE[D] = 2, sinceM = 2, and a retransmission always occurs. The average rewards are

specified by (24), (29), (32), and (33), respectively.

B. BCC-HARQ, Protocol II

On the first transmission, the transmitter performs continuous broadcasting over an interval

s ∈ [s0, s1], corresponding to the non-zero range ofρ(s). Then retransmission (M = 2) follows:

1) s < s0 - the receiver on the first transmission was in complete outage. No retransmission

is performed. Thus an outage occurs on first transmission, however low latency ofD = 1
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is obtained, instead of low rateD = 2 in case of Protocol I. The motivation here is to

increase efficiency by not using poor channel opportunities.

2) – 4) Same as in BCC-HARQ, Protocol I.

The achievable average rate is formulated in the following proposition.

Proposition 4.2: The average achievable throughput of BCC-HARQ with Protocol-II over a

two block quasi-static fading channel (LTSC) is given by

ηBCC,Protocol-II =
1

2 − F (s0)

(

Rbs,(s0≤s<seq<s1) + Rbs,(s0≤s<s1,seq=s1) + R1L,(s≥s1)

)

(35)

where E[D] = 2 − F (s0), and the average rewards are specified by (29), (32), and (33),

respectively. The derivation ofE[D] is straightforward, by recalling that the only case with no

retransmission iss < s0, thusE[D] = 1 + Pr(s > s0) = 2 − F (s0).

C. Outage approach on retransmission (OAR)

On the first transmission, the transmitter performs continuous broadcasting over an interval

s ∈ [s0, s1], corresponding to the non-zero range of the power distribution ρ(s), like in the

previous protocols. However, on retransmission (M = 2) it sends only new information according

to the following guidelines:

1) s < s0 - the receiver on the first transmission was in complete outage. No retransmission

is performed. Thus an outage occurs already on first transmission (like Protocol-II).

2) s0 ≤ s ≤ s1 - the second transmission includes only new data, in a rate matched to the

index of the highest decoded layer (known from the feedback of first transmission). In this

case there is no utilization of undecoded layered information received on first transmission.

3) s ≥ s1 - the receiver on the first transmission decoded all layers (no layer in outage). The

retransmission (M = 2) includes only new information, in a rate corresponding to afading

gain s1 (as done in the other protocols).

The achievable average rate is formulated in the following proposition.

Proposition 4.3: The average achievable throughput of the OAR protocol over a two block

quasi-static fading channel (LTSC) is given by

ηOAR =
1

2 − F (s0)

(

Rbs,SISO + Rerg,(s0≤s≤s1) + R1L,(s≥s1)

)

(36)
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whereE[D] = 2 − F (s0), and the average rewards are specified by

Rbs,SISO =

s1
∫

s0

dsf(s)

s
∫

s0

uρ(u)du

1 + uI(u)
(37)

Rerg,(s0≤s≤s1) =

s1
∫

s0

dsf(s) log(1 + sP ), (38)

and R1L,(s≥s1) is given by (33).

Interestingly, the optimal power distribution for this protocol is immediately given by the SISO

optimal power distribution ofM = 1.

Proposition 4.4: Optimal power allocation for OAR is given by Iopt,OAR(s) = Iopt(s) in (23).

Proof: The subject for optimization inηOAR is I(s). This optimization can be explicitly written

as the following variational problem

ηOAR = max
I(s),s≥0

1

2 − F (s0)





s1
∫

s0

ds

[

(1 − F (s))
uρ(u)du

1 + uI(u)
+ f(s) log(1 + sP )

]

+ const(s1)



(39)

where we have used partial integration forRbs,SISO, and const(s1) is an independent constant.

As may be observed from (39), only the first term depends onI(s), and I ′(s) = −ρ(s). This

term constructsRbs,SISO. Hence the extremum condition yieldingIopt,OAR(s) is identical to that

corresponding to SISO broadcasting withM = 1. �

D. Broadcast IR (BIR)-HARQ Protocol

We focus here on the BIR-HARQ withM = 2. On the first transmission, the transmitter

performs continuous broadcasting over an intervals ∈ [s0, s1], corresponding to the non-zero

range ofρ(s). On the retransmission, the strategy considered is similarto that of BCC-HARQ,

Protocol-II. The BIR-HARQ is different from the BCC-HARQ protocol only in the retransmis-

sion fors ∈ [s0, s1). In other cases the BIR-HARQ retransmission is identical tothe BCC-HARQ

retransmission scheme.

In the BIR-HARQ scheme the retransmission includes IR information in a layered manner, to

undecoded layers only. Each layer receives its own IR data. The retransmission is jointly decoded

with first transmission governed by the sum mutual information of the two transmissions. The

next proposition defines the achievable rate of a BIR-HARQ approach.
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Proposition 4.5: The rate achievable with BIR-HARQ withM = 2 is given by

seqρ(seq)dseq

1 + seqI(seq)
=

sρ(seq)dseq

1 + sI(seq)
+ sµρ(seq)dseq (40)

with

seq =
s(1 + µ) + s2µI(seq)

1 − sµ(1 + sI(seq))I(seq)
(41)

where for notational brevity we have replacedseq(s) by seq, and µ(s) by µ. The solution of

seq(s) in (41) is iteratively computed for a givenI(u), with µ(s) = α(s)P
I(s)−I(seq(s))

.

Proof: We start by showing that for everyu ∈ [s, seq(s)] the following inequality is satisfied

uρ(u)du

1 + uI(u)
≤

sρ(u)du

1 + sI(u)
+

sµρ(u)du

1 + sµ(I(u) − I(seq))
(42)

where the expressions on the right hand side correspond to the mutual information associated

with layer u from first and second transmissions, respectively. After some algebra, the above

simplifies into

u

1 + uI(u)
≤

s

1 + sI(u)
+

sx

1 + sxI(u)
(43)

where sx , sµ
1−sµI(seq)

. For u = s there is a strict inequality, and the functions on both sides

of the inequality are monotonically increasing functions of u. This is sincedI(u)
du

= −ρ(u), and

ρ(u) > 0 in the rangeu ∈ [s, seq(s)]. DefineG(u) = u
1+uI(u)

, then dG(u)
du

= 1+u2ρ(u)

[1+uI(u)]2
, and for

the same reason,dG(u)
du

> 0 for u ∈ [s, seq(s)]. As G(u) increases faster than the RHS of (43),

we denote byu = seq the point where the inequality becomes an equality. When substituting

u = seq into sx

1+sxI(u)
, we get

sµ
1−sµI(seq )

1+ sµ
1−sµI(seq )

I(seq)
= sµ. And by requiring equality in (43), the

highest fractional rate of the highest decodable layer is given by (40). Andseq(s) (41) is an

immediate algebraic derivation of (40).�

In order to determinesb, like in BCC-HARQ, it is required to derivesb = s−1
eq (s1). This is

directly derived from (41), by substitutingseq by s1. This results in

sb =
s1

1 + µ(sb)
=

s1

1 + P
I(sb)

, (44)

which is the same case as in BCC-HARQ (30). Naturally, the power allocationα(s) will be the

same as specified in (31) forsb < s ≤ s1, since it is derived from (44).

Sincesb is identical for BCC-HARQ and BIR-HARQ, a question arises from both approaches.

Is BIR better than BCC? The next proposition shows that for the interesting case ofs ∈ [s0, s1],

the BIR outperforms BCC.
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Proposition 4.6: seq,BIR(s) > seq,BCC(s) - The equivalent fading gain, which corresponds

to highest decodable layer, for a BIR-HARQ approach is greater than that associated with a

BCC-HARQ approach, fors ∈ (s0, sb), and a givenI(s).

Proof: Let us first explicitly stateseq,BIR(s) (41), andseq,BCC(s) (28),

seq,BIR =
s(1 + µ) + s2µI(seq,BIR)

1 − sµ(1 + sI(seq,BIR))I(seq,BIR)
(45)

and

seq,BCC =
s(1 + µ)

1 − sµI(seq,BCC)
. (46)

Using a perturbation approach, assumeseq,BIR = seq,BCC = u. The following has to be shown

s(1 + µ)

1 − sµI(u)
≶

s(1 + µ) + s2µI(u)

1 − sµ(1 + sI(u))I(u)
, (47)

for u. By simplifying the right hand side of (47) the inequality isevident,

s(1 + µ)

1 − sµI(u)
<

s(1 + µ) + s2µI(u)

1 − sµI(u) − s2µI(u)2
(48)

where the strict inequality holds for0 < s < u, and I(u) > 0. Since both functions are

monotonically increasing w.r.tu, it is clear thatseq,BIR(s) > seq,BCC(s). �

V. NUMERICAL RESULTS

We present here numerical results for the IR with finite levelmulti-layer coding, and the

various continuous broadcasting protocols. The results include achievable rates for classical IR-

HARQ, with single level coding. These are compared to two level coding IR-HARQ as derived

in the section III. Continuous broadcast HARQ refers to bothBCC-HARQ and BIR-HARQ for

M = 2, as derived in section IV.

Figure 1, demonstrates the achievable throughput of the outage and two level coding IR-HARQ

approaches under the LTSC model. The results are compared tothe outage lower bound (M=1),

and the ergodic capacity upper bound. Notice that the highest broadcasting gain is achieved

for M = 2. That is, if only one retransmission is allowed, then the broadcasting gain over

the classical IR-HARQ (employing an outage approach) is largest. In other cases (M ≥ 4) the

performance of both approaches nearly match, from which we conjecture that asM grows the

broadcasting gain vanishes, and outage approach becomes optimal. We note though that accurate
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numerical results for achievable throughput with two levelcoding may be obtained only for high

SNRs, due to the high SNR approximation inpo,2(m) (15).

Figures 2-3, demonstrate the achievable throughput as function of R in the LTSC model. Note

that for two level coding the x-axis represents the sum-rateR = R1 + R2. And the achievable

rate presented is for the optimal rate and power allocation for each sum-rate. This also explains

why in both figures, asR grows, the HARQ rates converge to a constant rate. This is since the

same fixed rateMR1 is always chosen, withα = 1, and a constant decoding delay ofM . The

residual rate forR2 is never decoded (since it receives zero power), hence the latency penalty

is alwaysM .

Figure 4 demonstrates the achievable rates for two level coding, with only one retransmission

(M = 2). The two channel models are considered here, namely the LTSC and STSC models.

As expected, the layering over an STSC is more efficient than over an LTSC. It is expected that

asM increases, the layering-IR over STSC will approach the ergodic capacity faster than over

the LTSC.

Figures 5-6, demonstrate the achievable throughput of the BIR-HARQ strategy corresponding

to Protocols I-II, and the outage approach on retransmission (OAR) scheme, which were all

defined in Section IV. Since the optimal power distribution for continuous broadcasting was

not obtained, we turn to sub-optimal power distributions, and focus on two broadcasting power

distributions:ISISO,opt(s) - refers to the optimal broadcasting power distribution specified in

(23) for a SISO channel withM = 1, which is also an optimal distribution for the OAR

approach;ISIMO,opt(s) - refers to the optimal broadcasting power distribution specified in (23)

for a SIMO channel with two receive antennas. As may be noticed from Figure 5, in the low-

moderate SNR range, BIR-HARQ-II outperforms the other protocols, withISIMO,opt(s) power

distribution. Notice there a∼3 dB gain of BIR-HARQ over the classical broadcast approach

with M = 1. It even outperforms the finite level coding IR withM = 10, as presented in

Figure 1. Figure 6, shows that for high SNRs OAR outperforms the others, which means that

for high SNRs it is better to sends new information rather than a layered chase combining or

IR retransmission. Table I demonstrates the small (even negligible) gain in BIR-HARQ over

BCC-HARQ. However, there is no immediate conclusion to drawhere about BIR/BCC-HARQ,

as the broadcasting power distribution used is sub-optimal.

We note here that the BCC/BIR-HARQ achievable rates were obtained using sub-optimal
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broadcasting power distributions. From the correspondingnumerical results it seems very ap-

pealing to use the OAR scheme for its low implementation complexity, and since it is the most

efficient scheme for high SNRs, and it closely approximates the BIR-HARQ for low SNRs.

However, finding the broadcasting optimal power distribution of BIR-HARQ is still an open

problem. It may as well turn out that BIR-HARQ with an optimalpower distribution has a

more pronounced gain over the OAR scheme, for which the optimal power allocation was fully

characterized here. Generally, the BIR-HARQ is expected tooutperform the OAR scheme since

having the broadcast approach used on the first transmission, facilitates not only to have an

efficient scheme which competes with having the CSI beforehand, and that is because once the

CSI is accurately known via the feedback (in the continuous layering case), then for all the

layers that should be decoded in the second round only the additional information (not wasting

that accumulated in the first round) is sent.

From Figure 7, it may be noticed that the broadcasting high throughput with delay of two

blocks is nearly achieved for conventional HARQ ofM = 10, with an average delay greater

than 6 blocks. Figure 8 shows that high BIR-HARQ gains are obtained for a wide SNR range.

Figure 9 focuses on the comparison of BIR-HARQ and two level coding. WhenM = 1 is the

delay constraint, i.e. no HARQ is used, it is known that two level coding closely approximates

the continuous broadcasting upper bound [4]. However, withthe BIR-HARQ this is not the case

anymore, like demonstrated in Figure 9. The gain of BIR-HARQover two level coding is∼4

dB for equal delay (M = 2). Even forM = 4, two level coding is∼2 dB far from the low-delay

BIR-HARQ (M = 2) scheme.

VI. CONCLUSION

We have studied various multi-layer encoding HARQ schemes.The motivation for extending

the conventional HARQ schemes to multi-layer coding is to achieve high throughput efficiencies

with low latency. The study focused on finite level coding IR-HARQ, where every code layer

supports IR coding. The multi-layer bounds were investigated through continuous broadcasting,

by defining different protocols for BCC-HARQ and BIR-HARQ. An optimal power distribution

cannot be obtained for continuous broadcasting. However, it was observed that even with a sub-

optimal broadcasting power distribution pronounced gainsof ∼ 3 dB over an outage approach,

can be achieved for low and moderate SNRs, in the LTSC model, with a very low latency of two
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blocks. This is especially interesting, as the conventional broadcast approach (without HARQ),

has only marginal gains over the outage approach for low SNRs.

The OAR protocol is also an interesting approach, which usesretransmissions for sending

new information, in a rate matched to the broadcasting feedback from first transmission. The

optimal broadcasting power distribution for OAR was fully characterized here, and numerical

results showed it is the most efficient scheme for high SNRs, and it closely approximates the

BIR-HARQ for low SNRs. However, in BIR-HARQ only sub-optimal power distributions were

used, and finding the broadcasting optimal power distribution is still an open problem. It may

as well turn out that the BIR-HARQ with an optimal power distribution has more pronounced

gains over the OAR scheme.

APPENDIX A

DETAILED DERIVATION OF dR(s) IN (26)

In order to clearly specify the fractional rate associated with the fading gains following the

second transmission, the following representation of the received signals may be helpful:

y1 = hxs + hxI + n1 (A.1)

where y1 is the received vector in first transmission, and the originally transmitted signal is

x = xs + xI , wherexs represents the decodable layered data, and the residual interference is

denoted byxI , with powerI(s). The second transmission is carefully designed such that only

the jointly decodable part ofxI is transmitted, thus

y2 = h
√

µ(s) · xIs + n2 (A.2)

where
√

µ(s) is a power normalization factor, specified below (26), andxIs denotes the jointly

decodable part ofxI . ThusxI can be written asxI = xIs+xIn, wherexIn is a residual interference

following the second transmission, and its power isI(seq(s)) where seq(s) is associated with

the highest decodable layer after optimally processing thetwo transmissions. Hence the received

signal in (A.1), after removal ofxs, can be written asy1,c = hxIs+hxIn+n2, and after optimally

combiningy2 andy1,c we get

yc = xIs · s(1 + µ(s)) + sxIn + hn1 + h
√

µ(s) · n2. (A.3)
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From (A.3), the fractional rate for decoding sub-layers is given by

dR(s) =
(1 + µ(s))sρ(s)ds

1 + sI(s) + sµ(s)(I(s) − I(seq(s)))
(A.4)

where the firstI(s) in the denominator amounts to residual interference iny1,c, and I(s) −

I(seq(s)) is the residual interference contributed byy2. Subtraction ofI(seq(s)) is the result of the

careful power allocation for retransmission (25). From (A.4), derivation of (26) is straightforward.
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Fig. 2. Achievable throughput with different IR-HARQ schemes for the LTSC model. The classical outage approach serves as

the lower bound, and the ergodic capacity serves as upper bound. Solid lines refer to classical IR-HARQ schemes (L=1), and

in dashed lines the two level coding with IR-HARQ (L=2). SNR=20dB.

SNR 0 10 20 30 40

BIR-HARQ 0.444 1.628 3.398 5.488 7.704

BCC-HARQ (II) 0.444 1.627 3.395 5.486 7.703

TABLE I

ACHIEVABLE BIR-HARQ RATES VERSUSBCC-HARQ (PROTOCOLII) RATES, WITH M = 2. THE TABLE INCLUDES

HIGHEST ACHIEVABLE RATE WITH EITHERISISO,opt OR ISIMO,opt.
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ARQ, M=10, L=2

Fig. 3. Achievable throughput with different IR-HARQ schemes for the LTSC model. The classical outage approach serves as

the lower bound, and the ergodic capacity serves as upper bound. Solid lines refer to classical IR-HARQ schemes (L=1), and

in dashed lines the two level coding with IR-HARQ (L=2). SNR=30dB.
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Outage Capacity (M=1)
ARQ, M=2, L=1, LTSC
ARQ, M=2, L=2, LTSC
ARQ, M=2, L=1, STSC
ARQ, M=2, L=2, STSC
C

erg

Fig. 4. Achievable throughput with different IR-HARQ schemes. The classical outage approach serves as the lower bound,

and the ergodic capacity serves as upper bound. The single level coding is compared to two-level coding (L = 2), under two

channel models (the LTSC and STSC models).
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Outage Capacity, M=1
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~2dB

~3dB

Fig. 5. Low SNR achievable throughput with BIR and OAR protocols (M = 2). The classical outage approach serves as the

lower bound, and the ergodic capacity serves as upper bound.ISISO,opt refers to the optimal broadcasting power distribution

of a SISO channel withM = 1. ISIMO,opt refers to the optimal broadcasting power distribution of a SIMO channel with two

receive antennas, and withM = 1.
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Fig. 6. Achievable throughput with BIR and OAR protocols (M = 2). The classical outage approach serves as the lower

bound, and the ergodic capacity serves as upper bound.ISISO,opt refers to the optimal broadcasting power distribution of a

SISO channel withM = 1.
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Fig. 7. Average delay as function of the average achievable throughput. The outage approach HARQ schemes withM =

1, 2, ..., 10 are compared to the broadcasting HARQ, where forE[D] = 1 the SISO broadcasting is used, and forE[D] = 2

the BIR protocols II is used (P = 30 dB).
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Fig. 8. Achievable throughput with BIR protocol II (M = 2), and the conventional outage HARQ schemes (M = 2, 4, 10).
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Fig. 9. Achievable throughput with BIR protocols (M = 2), compared to two-level coding withM = 2, 4. ISISO,opt refers

to the optimal broadcasting power distribution of a SISO channel with M = 1.
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