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Abstract

In this paper, we examine the process of porting a

high-end commercial SoC application from a

unidirectional point-to-point wires and to theiratable
architecturg5].

NoCs are being adopted by companies as a means to
improve design productivity. As the number of

segmented bus implementation to a NoC-based onemodules connected to a bus increase, the physical
We present several design choices and focus on thémplementation of the bus becomes very complex, and

power optimization of the NoC while achieving the
required performance. Our design steps include
module placement optimization using simulated
annealing and allocation of minimal and different
capacities to links. Unlike previous studies, inickh
point-to-point, per-flow timing constraints wereeds
we introduce and demonstrate the importance ofgusin
the application's end-to-end traversal latency
requirements during the optimization process. ldesr

to quantify and evaluate the different alternatives
report the actual throughput and timing requirensent
of the commercial SoC as well as the synthesidtsesu
According to our findings, the proposed technique
offers up to 40% savings in the total router arewl a
reduction of up to 49% in the inter-router wiringea.

1. Introduction

Application-specific systems on-chip (SoC) make
extensive use of busses as the
infrastructure. These busses are typically enhance

along product generations to match the increasing
needs of the application. Such enhancements includ
increasing the bus frequency and width as well as

enriching the bus semantics and transfer modes. B

busses and successfully overcome

likely to replace busses in future SoCs, due tesap
performance, power and area tradeoffs it offerghas
number of modules increasd4][2][3][4]. This is
mainly attributed to the spatial parallelism and
statistical multiplexing of networks, to their shor

interconnec

y
avoiding fundamental changes, the SoC architeats ca

leverage their past experience in designing shared
the growing
complexity of the design. However, in recent years
research has shown that Network on-Chip (NoC) is

achieving the desired throughput and latency reguir
time consuming custom modifications. Conversely,
NoCs are designed separately from the functionis$ un
of the system to handle all foreseen inter-module
communication needs. Their inherent scalable
architecture facilitates the integration of theteysand
shortens the time-to-market of complex products.

In this work, we discuss and evaluate the design
process of a NoC for a state-of-the-art SoC. More
specifically, we describe our experience in portang
high-performance, power constrained 4G wireless
modem application from a segmented bus based
architecture to a cost optimized NoC architectdre.
the design process includes many "degrees of freédo
creating a very large design space, finding thelabes
optimal solution is an extremely difficult problem.
Instead, we focus on some of the important chditats
should be made by the system architect while setpct
some well-accepted, practical solutions to other

tquestions.
d Previous work that has dealt with the design preces

of the NoC frequently attempted to minimize power

econsumption and/or maximize network performance as

measured by the network's throughput and latency.
When real applications are considered, simply
minimizing the power consumption alone (e.g., by
module placement) is impossible, as performance
constraints for each given application are to be. me
Similarly, maximizing performance alone is inefént,
since excessive power might be used for improving
performance beyond the needs of the application.
Therefore, in this paper we look for a tradeoffmstn

the power and performance of the NoC that is
characterized by a minimal power consumption that
still meets the demands of all targeted application
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Moreover, in many of the studies where network
latency was used as a performance goal (eitheheas t
optimized cost function or as a constraint), therage
delay of all packets over all communicating pai@sw

The rest of this paper is organized as follows: in
Section2 related work is discussed. In Sect®nwe
describe the characteristics of the applicationthef
designed SoC. In Sectiagh we discuss the design and

considered. However, in a practical SoC, different optimization process of the NoC, and analyze itst co

streams of communication may require different giela
and therefore the overall average

and performance. In Secti&we summarize the paper.

latency is anAppendix A describes the architecture of the NoC

inappropriate measure. Consequently, the individual components.

per-flow, point-to-point (source-destination) lat&s
should be accounted for to get better results.his t

paper, we go further to suggest a third, improved

approach: knowing the application that is to beduige
the SoC, we utilize its functional timing requirems
which are defined by the application end-to-endriay
constraints. Each of thosnd-to-end traversal delay
requirements is composed of the cumulative
requirement of a sequence (or a "chain") of flols:
example, the application may require that a blotk o
data which is generated by module A is sent to reodu
B in order to be processed. Then, the processedislat
to be sent by module B to module C for some
additional processing. By observing that the
performance of the application is subject to th&lto

2. Related Work

NoC design was the subject of many papers in
recent years. In particular, the problem of mapping
communicating cores onto the die has received
considerable attention, due to the power and
performance implications it has. I6], the authors
propose a branch-and-bound mapping algorithm to
minimize the communication energy in the systent, bu
the resulting communication delay is not considehed
[7], a heuristic algorithm is used to minimize the
average delay experienced by packets traversing the
network. By allowing the splitting of traffic, an
efficient implementation is found. [8][9], the authors

time it would take the data to get from module A to yse the message dependencies of the application in
module C, we can use this delay as the targetedaddition to its bandwidth requirements to find a
performance measure, rather than specifying the twWomapping that reduces the power consumption and the
separate latency constraints (for the flow from med  application execution time. The authors[d6] use a

A to module B and from module B to module C) Since mu|ti_objective genetic a|gorithm to exp|0|’e the
pair-wise delays may be traded, the timing constsai  mapping space so that a good tradeoff between power
are relaxed and the optimization program can us@mo consumption and application execution time is found

freedom in its operation. To the best of our knalgke,

While these papers use unique mapping schemes, they

this paper is the first to discuss and quantify the )| use packet delay or application execution tasea

benefits of specifying the end-to-end traversal
requirements during the design process.

The design process itself has several steps. Firstihe

using simulated annealing optimization, we seaottaf
module’s placement consuming minimal power, taking
into account application latency and throughput
constraints. Then uniform link capacities amongews.

quality measure rather than as an input to the imgpp
phase. Moreover, the metrics used does not consider
individual requirements of each pair of
communicating cores, only reflecting the overall
average delay or performance.

The earliest published work to consider energy
efficient mapping of a bandwidth and latency

are defined to meet these performance constraintsconstrained NoC ifL1], in which the authors specify a

Finally, the resulting uniform NoC is tuned by rethg
the capacity of selected links. The design procasg

an automated design process providing quality-of-
service guarantees. Another mapping scheme that use

study becomes more complex as our SoC has severalelay constraints as an input is described[18].

modes of operation, each with a different set affit

There, a low complexity heuristic algorithm is uged

and latency requirements. The designed NoC needs tnap the cores onto the chip and then routing is
meet the requirements of all these modes while getermined so that all constraints are met. Sitgilar

reducing power as much as possible.

As an important part of this work, we present the
bandwidth and timing requirement of the high-
performance, state-of-the-art 4G application we

the mapping schemes used[18][14][15] all use the
per-flow, source-destination latency requirements o
the application as input to the design process.

In this work, we motivate a third approach: rather

examine. This information can be used by the NoC than 0pt|m|z|ng the NoC for power 0n|y and evah]gti

community as a benchmark for future research.

the resulting delays; or using the per-flow delay
requirements as constraints during the design psoce



we suggest using the end-to-end traversal delaytop-level. There are a total of 34 nodes on the bug
latencies dictated by the needs of the application.to design considerations such as P&R and timing
Wherever applicable, we replace "a chain" of ptiat-  closure, the interconnect fabric is segmented inm

point delay constraints with a single, unified dosist, separate busses with approximately half the nodes o
describing the end-to-end latency requirement ef th each bus and a bridge between the busses.
application, measured from the time the first medal The CSM chosen for this study supports multiple
the chain generates the data until the last modulemodes of operation, each identified by its own Bid a
receives the data, as explained above. latency requirements. In particular, it can opeiata

2G mode, in a 3G mode, or in a 4G mode. Theresis al
3. TheApplication a combination of modes for simultaneous voice and

data transmissions. To find the low-cost 2D mesh

The design chosen for evaluating the conversiontopology for the NoC, an artificial set of bandwidt
into the NoC architecture is an ASIC that suppaits ~ requirements is generated: for each pair of nothes,
major 2G, 3G and 4G wireless standards for usageb maximum BW requirement it has in any of the modes
stations and femto-cells (Cell Site Modem — CSM), of operations is selected. Similarly, we combindd a
depicted in Figure 1. The CSM is designed to suppor the latency requirements in one table. This scenari
any of the CDMA or UMTS standards, because Which we call "MAX", represents the worst-case
different markets around the world are at different requirements in any of the modes ("synthetic worst-
points in their adoption of wireless standards. case” in[16], "design envelope” ifL 7]). Designing the

This CSM is comprised of several subsystems. NOC according to the "MAX" scenario is likely to
These fall into three basic categories: (1) Generic Make it easier to meet requirements of all modes of
Element. These are the processor and DSP modules ofiPeration in the following phases of the design.
chip. They are programmable and can be used for a If we expect to design a NoC to replace the top-
variety of different functions; (2) Dedicated haate. ~ level AXI busses, it must be flexible enough to mee
These blocks are designed to optimize the the BW and latency requirements for each mode.
operations/milliwatt metric. They perform a singe a ~ However, we also do not want to overdesign the
small set) of operations extremely efficiently avft- network because this will waste area and power. A
load the work from the generic elements (which Summary of the bandwidth and latency requiremesnts i
typically could perform the same operation but with ~ given in the tables 1-3: Table 1 describes the
significant power penalty); and (3) Memory/lO. As bandwidth requirement between master and slave
with most SoCs, there are memory elements and l/omodules in the system. Table 2 describes the timing
modules used for information storage and requirements of point-to-point communication in the
communication with the outside. For the purposes of System while Table 3 specifies the applicationt:-en
this paper, these elements are grouped together. end traversal delay requirements, derived from the

The SoC consists of several subsystems tieda@pplication characteristics. Additional charactesss
together with a 64-bit wide, 166MHz AXI bus at the that are omitted here due to space limitations, are

32-bit
166 MHz
DDR

Processor °
Subsystem Periphery
with L2 cache & subsystem 2
n-chi
. A

32-bit
166 MHz
DDR

Figure 1. Bus-based system architecture
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'R' is for read operations, 'W' is for write op&vas. 'R'is for read operations, 'W' is for write operas.

available at[18]. As is seen in the tables, there is a constraints in the placement phase; (3) (Power+E£2E)
wide variability in the requirements, at both the based placement: instead of specifying latency
bandwidths and the delays. For example, MO sends SZequirements for each source-destination pair etice
492Mb per second, with a latency constraint of to-end (E2E) traversal latency requirement of the
5000nsec, while M4 sends S16 only 10 Mb per second,stream of information in the application is usedeT
but with a much tighter delay requirement of 20@nse  difference is that with E2E latency, the particular
operation may be composed of several flows of data,
4. NoC Design and Cost Optimization each traversing several nodes. For example, if data
sent from node-X to node-Y and from node-Y to node-
The design process of the NoC is composed of fiveZ, the E2E latency is measured between node-X and
phases: placing of the communicating modules (e.g.node-Z. A point-to-point requirement that is nopat
[6]-[16]); trimming and adjusting the network Of a larger chain is considered as an ETE traversal
resources to meet the app”cation requirem@_’h@; Iatency constraint. The E2E constraints are exrhct
synthesizing the network; placing and routing oé th from the application's characteristics and may aepl
NoC and extracting area and power numbers. Thesome of the P2P requirements, creating a moreeetlax
initial topology chosen for the NoC is a 2-dimemsio Se€t of constraints.
mesh grid that mitigates the concern of deadlocks a
also simplifies the routing algorithm. In order to 4.2 Placement Tool
minimize the buffering cost and allow fast deliverfy

data, we use wormhole switching. In order to search for an optimal placement foeta s

of modules, a topology optimization tool that uses
4.1 Cost Optimized Placement simulated annealing (SA) algorithm was developed.
The tool, which is capable of evaluating differ&xN
In order to come up with the best 2D mesh configurations for the 2D mesh, takes as input a
topology, we explore three possible optimizatioalgp ~ SPpreadsheet listing connectivity and bandwidth
(1) Power-only: In this placement, only the bandtvid requirements between nodes. In addition, it cad gea
requirements of the application are consideredjewhi Spreadsheet with latency requirements. There ace tw
meeting the timing requirements is left for the options for listing latency: one table will list eh
following stages of the design process; (2) Maximum latency allowed between any two nodes on
(Power+P2P)_based p|acement: Here, point_to_pointthe network. The second Option is to list the adldw
(PZP) |atency requirements are introduced asend-to-end traversal Iatency requirements in the
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Figure 2: Cost behavior along time
An example of the reduction of the network costngsi
simulated annealing. The X-axis represents thetiter
number; the Y-axis represents the cost of the mtwo

network: rather than specify point-to-point latency
between two nodes, the user can list all the nades
particular operation must traverse and specifytaial
maximum latency allowed for that operation.

In order to find an optimal placement for the SoC,
we also define a cost function and calculate th& co

every time the SA algorithm swaps nodes. The cost

function is defined as:
Cost=a AREA,. +8 Y, BW

lelinks
where AREAw.e; IS an estimate for the total resources
required to implement the router logic (accountiog
the number of ports and their link speeds), and BW
the bandwidth delivered over a lihkWwhile AREAquter

)

Table 3
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End-to-end traversal timing requirements [nSec].

with different numbers of ports, as generated by
synthesis tools. Figure 3 illustrates the generated
placements using the three schemes.

4.3 Setting the network speed

As a significant portion of the NoC area and power
consumption is due to the network links, minimizing
the resources used by the links may have a comditder
impact on the total cost of the NoC. Consequetitly,
the second phase of NoC design process, the require
capacity of the network links is determined. More
specifically, we attempt to find the minimal capgypaf
the links that would still meet all the latency

models the area and static power used by the NoCconstraints, as the placement tool didn't constter
resources, the second term is used to capture thelynamic contention within the network. In this pape

dynamic power consumed by the communication.

we consider two possible schemes: a uniform

The SA algorithm starts with a random placement of allocation, in which all links have the same capaci

all the nodes on a 2D mesh and calculates thefaost
this initial condition. It then proceeds to try asdap
nodes in order to find a lower cost solution. Thé&/ B
spreadsheet will drive the selection of a topolagy
this is directly included in the cost function abkov
However, for each solution that the SA algorithm
generates, the tool will use the latency spreadsioee
check if the latency requirements are met. Thentate
check at this stage of the design reflects thetten§
the path traversed by the packet and the pipelatayd
of the routers along that path. When the requirésnen
are not met, the solution is rejected regardlesgsof
cost. Figure 2 depicts a typical example of thet cos
reduction behavior along the run time of the SA
optimization.

As different placements lead to NoCs with different
costs, we use the SA tool to generate placemeintg us

and a heterogeneous allocation where differentslink
may have different capacities.

Uniform link capacity is commonly used in
wormhole networks. In such cases, the process of
finding the minimal capacity that meets the latency
requirements using simulations is rather simpleaas
single parameter (the identical speed of all networ
links) is optimized. However, due to the variety of
timing requirements presented by the applicatibig t
allocation causes some links to be over-provisiohed
order to reduce the cost of the links, we diffeisnt
between two types of links: the first type of links
links that are used to route at least one flow itias
timing requirement. The second type of links isstno
that deliver flow with no such requirements. Intgty,
it is possible to scale down links of the lattgqpeéymore
aggressively than those of the former type. However

the Power-only, Power+P2P, and Power+E2E schemeds important to note that scaling down the capaoity

(Section 4.1), resulting in three topologies to pane

links that have no flows with timing requirementyma

and analyze. For the purpose of this paper, we usechinder the delivery of flows that have latency

a=10, B=1 and relative empirical weights for routers

constraints but do not traverse these links. Thidue
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Figure 3: Placement results
(a) Power optimized; (b) power optimized+P2P timbogstraints; (c) power optimized+E2E traversalriignconstraints.
Line widths represent the relative volume of ti@affi

to the backpressure mechanism of wormhole switching 4.4 Synthesis
when a flow is slowed down in a certain router tn i
path, it occupies resources in other routers opats The optimization of the 1 VC network versus the 2
for a longer time. Consequently, the delay of fldinet VC network results in different speed requiremdats
share these other routers and which may have latencboth the uniform and tuned cases. For some lirfies, t
constraints increases. In this work we generate thetwo VC approach resulted in a lower link speed
custom, tuned allocation by scaling down the capaci because of the improved link utilization offered thg
found in the uniform assignment scheme: the capacit additional VCs. However, the area impact of a twd V
of links that are used only by flows with no timing router must also be taken into account when chgosin
requirements is re-assigned according to a selectedhe best topology. Another factor to consider ie th
utilization factor. The capacity of links which leat design of the network is the flit width we suppdrhe
least one flow with latency constraint is reduced current NoC architecture supports flit widths of 82,
proportionally to the slack time of the flow withet and 128 bits. While the network bandwidth allocatio
lowest slack. Simulation is then used to verifyt tath algorithm allowed for any speed, the implementatbn
latency constraints are met. In both the unifornd an the NoC on the ASIC is limited to the clock
custom tuning schemes, links that are not usedngy a frequencies and flit widths available in the desigor
flow in any of the modes are completely removed. this reason, we bin the resulting router configorat
Using an OPNET-based simulatf#0] that models a  into discrete categories supported on chip. Weiegpl
detailed wormhole network (accounting for the &nit this binning strategy to all topologies and synides
router queues, backpressure mechanism, virtualthe network for each (the implementation is disedss
channel assignment, link capacities, network in Appendix A). Figure 6 and Figure 7 show the hssu
contention, etc.), the basic three topologies (gErd reported by the synthesis tool, separately listiregcell
by the Power-only, Power+P2P and Power+E2E area and routing area. The cell area includes fiba a
optimizations) were simulated, using one and two taken up by the rate matching blocks when we
virtual channels (VCs). For each case, we wentuino  transition from one flit width to another in thetwerk
the process of finding the optimal network speed fo (Appendix A). It also accounts for the trimming tok
both the uniform and the tuned links capacity cases routers, achieved by the removal of unused ports.
Figure 4 illustrates the per-link capacity allochfer As expected, by applying a network capacity
the placement created by the Power-only optimimatio allocation scheme we are able to reduce the speed o
This phase results in 12 generated networks (3cbasi the over-provisioned links thus saving area andegrow
placements * 2 VC configurations * 2 capacity The results also indicate that the Power+E2E Igtenc
schemes). At the end of this phase, all timing approach provides a considerable better solutian. T
requirements are met (P2P constraints in the Powerunderstand this, we must go back to our SA algarith
only and Power+P2P placements, and E2E-traversaln the topology planning phase. For each case, the
constraints in the Power+ETE generated placements)iopology tool will use the connectivity and BW
Figure 5 summarizes the results, presenting thal tot requirements to calculate the cost of the netwéidg (
capacity required in each of the 12 configurations. 1). However, in the Power-only case, the latency
requirements are completely ignored. The Power-only
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Figure 4: An example of the tuning of link The total capacity needed to match the requirenadrite
capacities examined configuration, using one and two virtuedrmels.

approach gives the SA algorithm the most flexipilit frequency significantly or we need to choose adarg
placing the nodes on the network. When latency is flit width to support the high throughput. This disato
included in the topology planning, the tool willjget an overall larger area.

any solution that does not meet the latency The Power-E2E latency had the most flexibility to
requirements. This effectively reduces the solution place nodes on the topology while at the same time
space for the SA algorithm. Because of this, the making sure that the latency critical signals were
Power+P2P latency is the most restrictive. In thgec  relatively close together. Hence, during the nekwor
of the Power+E2E latency, we allow the tool some capacity allocation phase, we could use a lowet lin
more flexibility in moving the nodes around as lagy  speed as compared to the Power-only case. The
the latency is met for the full E2E traversal path. proximity of the nodes also limited the impact bét
The above explanation taken alone would imply that link speed on the rest of the network. This alhstates

the Power-only case should produce the best resultdnto the use of smaller flit widths and/or slowdoak
because the topology tool has the highest flexybit frequencies for the network. Consequently, the ETE-
reduce the cost. However, Figure 6 and Figure Wwsho traversal approach reduces the cell area by 25%-40%
that the Power-only implementation has the largestand wiring resources by 13%-49% compared to the
area, in each VClallocation scheme. To understandtraditional power+P2P placement scheme.

this, one must examine the bandwidth and latency When we consider the number of VCs, we see that
requirements: there are some communication stream®ne VC is preferable from an area perspectivehén t
that have relatively low bandwidth but still haveict case of 2 VCs, we can reduce some of the link
latency requirements. The nature of the topologst co capacities more than in the 1 VC case. However, the
function will place high bandwidth nodes close savings provided by this reduced capacity are more
together in order to minimize the cost. When high than offset by the increased router sizes. Thezetbe
bandwidth nodes are put close together, the otbées1 2 VC approach does not benefit the application.

get pushed further apart. As a result, some loantat Finally, we see that the Uniform and Tuned
nodes will be separated by many hops. This is Bxact Power+E2E topologies have the same area. The reason
what the Power-only approach is doing. During thie | for this is our binning strategy. Because we argtéid
capacity tuning phase, this causes a need to setba to certain flit widths, our link and router selextiis

link data rate for the latency path just to meet th limited to certain, discrete choices. While itriget that
requirements. The further apart these latencyeatiti the tuned Power+E2E topology can theoretically run
nodes are from each other, the higher the link dpee some links at a slower speed, the difference froen t
along the path will need to be. In addition, dughe uniform topology is not significant enough in ticigse.
nature of wormhole routing, the increased link shbee For example, the tuned topology can reduce thedspee
will affect many other links in the network. This of some links down from 15Gbps to 14Gbps. However,
why the Power-only case has a very high network given the supported flit widths, this does not geathe
capacity. In order to meet these high bandwidth size of the link or router we can choose. Hencewloe
requirements, we are forced to either increaseltiek topologies come out equal.
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5. Summary and Conclusions

The increasing communication requirements in [1]
system on-chip (SoC) implementations created a need
for a new interconnection paradigm. For a few years
now, academic research is suggesting network gm-chi
(NoC) as a means for providing efficient inter-mledu ~ [2]
communication within chips. Recently, a few
companies have reported the usage of NoC in some
prototypes and in commercial products.

In this paper, we describe our efforts to design a|[3]
complex SoC around a NoC-based interconnect. In the
first phase of the design, we explore three schdames
perform the placing of cores onto the chip: thetfir
scheme only considers the power consumed by the[4]
transmission of packets while the second schemg use
the application's source-destination latency cairgs
during the optimization of the power consumption. A
third placement technique replaces the pair-wise [5]
requirements  with  application-level end-to-end
constraints, allowing more freedom in the proceks o
seeking a solution that minimizes power consumption

Next, we trim redundant network resources (links, [6]
ports) and tune the bandwidth of network links Isat t
the requirements of the application are met. Rinalk
synthesize the resulting networks to estimate thuzst.

The main contribution of this work is the
introduction of the end-to-end traversal delay [7]
constraints during the NoC design process. By
replacing the source-destination requirements et
to-end requirements wherever possible, we reduee th
total area needed for the implementation of roulgrs
25% to 40% and the link wiring resources by 13%- [8]
49%. In addition, we demonstrated the potentiakfien
that lies in the implementation of links with
individually assigned capacities. Future work iggs
placing and routing the NoC and evaluating it aglain ~ [9]
bus-based system that delivers the same performance
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Figure 7: Total wiring area
The total area consumed by inter-router wires
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Appendix A: Router and Rate Matcher

K. Goossens, A. Radulescu, and A. Hansson, "A Architectures

The basic router used for our analysis consistaof
M x N switch, with M inputs and N outputs. A variab
number of VCs can be implemented on each input and
output. Figure 8 shows an implementation with two
VCs per port.

Each input or output port arrow actually represents
multiple signals. Packet flits are routed with two
control bits, allowing flow control at each stagethe
router. The VALID flag indicates that the word islid
and the WAIT flag indicates whether the receivelt wi
accept the flit. When multiple VCs are presergré¢hs
one VALID/WAIT pair per VC.

The full data path for an Input VC consists of a
demultiplexor (“1” in Figure 8), a VC allocator
(“Alloc™), some number of buffer/[FIFO stages
(rectangles between “1” and “2”), a multiplexor ;2
and a VC arbiter (“Arb”). The Input VC blocks are
shown in Figure 9.

The demultiplexor (“1") diverts incoming packets
to a particular input VC queue based upon an
assignment made by the allocator block. The buffer
stages allow separate packets to queue in partied,
allowing one packet to bypass another blocked gacke

The allocation block maintains a record of each
incoming packet to determine if it was previously
assigned a VC queue or it is a new packet thatseed
assignment. Each flit that comes into an input port
comes from a VC in the sender. There is a VALID for
each of the sender output VC. Let us call this VC-
sender. When a header flit is received at an ipput,
the VC allocator must map the VC-sender to a VC
queue that is free. To do this, the allocator nadirst a
list of which queues are free. It will read an gritom
the “free list” and store the mapping from VC-sanite



internal VC queue. From that point on, any flitsitth - s} pan

come in on VC-sender are mapped to VC queue. When

the last flit of the packet is sent out of the V@eqge,

the allocator will clear the mapping and make it

available in the “free list”. Finally, the arbitelecides

which flit accesses the crossbar switch based tipon

gueue status at the output of the router, and alsntr immien

mux “2” appropriately.
Packet flits sitting in the VC queue must be routed —

to the appropriate output port. This is accomplishe Figure 9: Router Input VCs

with two levels of arbitration to decide which $lipass

from input queues to output queues. The first I

arbitration occurs on each input port individuallg,

MxN
Crossbar

Dest Port/0VC.

L

vAUDfervet | Input VC
Vaubwrvez|  Arbiter
e,

Allocator

WAT_OPORTn,VC2

determine which input VC queue passes a flit. The o |
arbiter must tell the multiplexor (“2") which inpMC == 1]
queue will access the switch each clock cycle. The _ —
decision is a function of which of the input queaes sz I = — et
not empty and whether the destination switch port L
(assigned output VC queue) can accept another flit VAN e || ]

(one of the WAIT_OPORTI_VCi bits). Without this

first level of arbitration, the switch would grow be

2M x 2N, assuming two VCs on each input and output.
The second level of arbitration is done in the ..oewe

crossbar switch. It arbitrates between multipleutsp : Contel | i e ool [
accessing the same output port (despite possibly - e e
different output VCs). The mux should ensure that i
destination output queue is not ready for the et @) (®)
will not block flits from other input VCs going tather Figure 10: Rate matching blocks
Output queues. (a) 128-bit to 32-b|t, and (b) 32-bit to 64-bit

The data path structure of the Output VCs is very ) .
similar to the Input VCs. It consists of a denpiktkor Conversely when going from a low rate to high rate

(“3"), buffers (rectangles), multiplexor (“4”), and WeUsea design as shown in Figure 10b. In this sas

arbiter (“Arb”). Each component operates similatite store the first valid word of the packet in the eppet
corresponding component for input VCs. of holding registers and wait for the second valitd

In the case of our tuned networks, a setrate ~ (© come in. When the second word appears it is
matchingblocks that will allow the transition from one directed to the lower holding registers. When both
packet width to another are needed. Two designs foruPPer and lower queues have data, the control logic
the rate matching blocks are shown below. will comblne these on_to one output bus and s_et the
The design in Figure 10(a) converts a 128-bit packe 2PPropriate enable high. Here too we provide a
width to a 32-bit packet width. The incoming pacieet Mechanism to reduce the latency through the rate
first stored in a queue. The control logic will theead ~ Matching block. This is done by providing the input
the queue in groups of 32-bits and multiplex thertoo dlrectly to the lower mux. Similar to the 128-to-8£e_
the output. Because the output rate is much slévesr matching blocks, the cc_)ntrol logic 'must take into
the input rate, the control logic must also mantge ~ account the WAIT signals coming from the
WAIT signals back to the sender. This will throtte dovv_nstrea_\m receiver and must appropriately throttle
rate of the incoming packets. We provide a mechanis ("€ incoming packets.
to bypass the queue and send 32-bits straighteo th It is worth noting that the number of queues must
output. This is done to minimize the latency of taee ~ Match the number of VCs. In our examples above,
matching block. In this case, the control logiclwil there are 2 sets of queues, one for each VC. Tsone
select the upper 32-bits of the incoming packet an for this is that the rate_ matching bl.ock shoulq plot:k '
mux them directly on the output. any packet from moving forward if the VC it is om i

open downstream.





