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Abstract  
CMP is the architecture of choice for addressing the performance and power requirements of future 

computational systems.  In this paper we address the problem of mapping software threads to 

coarse-grain multi threaded cores. Our goal is performance and power-efficient thread allocation in 

a CMP. To that end, we develop a parameterized performance/power metric that is adjusted 

according to a preferred tradeoff between performance and power and is based on an analytical 

model. We introduce an iterative threshold algorithm (ITA) for allocating threads to cores in the 

case of a single application with symmetric threads. We extend this to a simple and efficient 

heuristic for the case of multiple applications. We compare the performance/power metric value of 

the ITA with the results of several standard optimization methods. Our algorithm outperforms the 

best of these methods, while consuming less than 0.05% of the computational effort. Consequently, 

the ITA can serve as a basis for practical thread allocation in CMP systems, taking into account the 

preferred tradeoff between performance and power.  

1 Introduction 

The demand for more capable microprocessors has led CPU designers to explore various types of 

parallelism. Many applications are suited to thread level parallelism (TLP), and multiple 

independent processors can be used to increase a system's overall TLP  [1] [2]. The combination of 

increased transistor count due to advanced manufacturing processes and the inherent scalability 

limitations of a single processor design drove the introduction of chip multi-processors (CMP). 

CMPs offer higher power efficiency, better performance, and lower design complexity in 

comparison with other ways to achieve high performance in hardware. However, CMP architectures 

introduce new challenges associated with massive parallelism. This is emphasized by the fact that 

CMPs carry parallelism beyond its traditional super-computing and server markets to desktop, 

notebooks, PDAs and other mobile systems running a rich mix of heterogeneous applications and 

involving complex power and energy saving requirements.  The heterogeneous and pervasive use of 

CMPs raises the need for different and tunable tradeoffs between system performance and power 

consumption. There is a clear difference between the requirements of a fan-cooled server in a server 

farm and a personal laptop computer.  Battery operated mobile systems have a completely different 

operating point as compared to grid-powered equipment. Moreover, the same mobile equipment 

may have different performance-power settings according to its battery charge level, the set of 

applications that are currently executed and its desired residual operation time.  Application 

examples can be watching a video during a flight, making a presentation and using the mobile 

equipment as a video camera or as a surveillance sensor. 

In this paper, we address the important problem of efficient allocation of applications and threads to 

cores in a CMP, taking into account the desired tradeoff between performance and power, unlike 

works which deal with performance only  [5]- [7] or power only  [8].  

We examine a system where several cores with a shared cache are interconnected by a network on 

chip (NoC)  [2], for example the Piranha CMP  [3] or Nahalal  [4]. The CMP based system executes 

several multi-threaded applications. Each core performs coarse-grain multithreading. For reduced 

power dissipation and battery energy saving, any unused core may be shut down. Varying 
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operational and battery conditions may dynamically change the preferred tradeoff between 

performance and power, thus dictating a different goal for the threads allocation. 

In order to maximize the performance, one would maintain a light load in each core. In such a case, 

the threads are thinly spread over many cores that in turn increase power consumption. On the other 

hand, running all threads in a single core would minimize the consumed power, since all of the 

other cores can be shut-down, but the performance would be greatly hurt. Our iterative algorithm 

for thread allocation utilizes the CMP resources in a way that maximizes a parameterized 

performance/power metric which can be adjusted according to the preferred tradeoff between 

performance and power.  

  

 
Fig. 1 – Example of the thread allocation problem   

 
Fig. 1 presents an example of a 9-core CMP (each core includes a private first-level cache), 

connected by a NoC to a shared second-level cache. The system concurrently executes four multi-

threaded applications that need to be allocated to single-pipe coarse-grain multi-threaded cores. 

Naturally, only a single thread can run in each core at a given time. We assume that such a thread 

runs until it incurs a miss in its private cache, then the thread waits for the shared cache response. 

At that time, the core may perform context switching to the next ready thread (i.e., a thread that 

already received its response from the shared cache). It is clear that the shared cache response time 

has a major effect on the performance of each thread. The cache response time is the sum of the 

shared cache access time and the NoC latency, which depends on the hop distance between the 

corresponding core and the shared cache. Therefore, both the number of threads allocated to each 

core and the location of these cores in respect to the shared cache are important for the system 

performance.  

Our goal is to find a thread allocation that maximizes a given performance/power metric. Our 

performance model considers both communication delays between the cores and the shared cache, 

and the core performance dependence on the number of the threads it executes. Our power model 

considers both active and idle power of the cores (but for simplicity it does not account for the 

power associated with context switching). Based on these models, a parameterized 

performance/power metric is defined, which can be adjusted (either statically or dynamically during 

system operation) according to the relative importance of performance versus power consumption. 

We introduce an Iterative Threshold based thread allocation Algorithm (ITA) that maximizes the 

performance/power metric for the case of a single application with symmetric threads. We extend it 

for the case of multiple applications, which achieves better and faster results than standard general 

purpose optimization algorithms, making it feasible to implement in practical hardware.   

Previous works have addressed somewhat related problems: Ding et al.  [9] proposed thread 

allocation that maximizes a performance/power metric while considering process variations in the 

cores. However, in their model each core can be assigned only one thread while our work deals 

with the multi-threaded cores case. Furthermore, unlike  [9], our work deals with shared memory 

architecture and considers the cache miss rate. Chen et al.  [10] introduce performance and power 
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aware thread allocation for NoC-based CMP, which attempts to optimize a "locality metric" of data 

accesses. In contrast, our work uses explicit power and performance models, and introduces an 

adjustable metric for thread allocation according to the relative importance of performance versus 

power. 

The rest of this paper is structured as follows. We present the performance and power models and 

the performance/power metric in section  2. In section  3 we introduce the single application problem 

and the iterative algorithm for thread allocation and we extend the problem into the multiple 

applications problem. In section  4 we present numerical results for both problems and demonstrate 

the efficiency of the algorithm for the case of multiple applications relative to several standard 

optimization algorithms. Section  5 concludes the paper 

2 Power and Performance Models  

Agarwal  [13] proposed a coarse-grain multi-threaded core model which we extend for our analysis. 

We define N as the number of threads executed by a multi-threaded core c with a private cache. We 

define �� as the average number of core cycles between private cache misses for thread j, i.e. �� � 1 ��� � m. r�⁄ , where �� is the ratio of memory access instructions and m. r� is the cache miss 

rate for thread j. Also, we define ��� as the number of core (c) cycles required to satisfy such a 

request from the shared cache.  [13] assumes that all the threads have the same cache miss rate (i.e., 

the same ��  for all j). For simplicity, at this point we assume that ��� is fixed for all threads. On 

average, thread j executes instructions for �� cycles until it hits a private cache miss, and then waits 

for ��� cycles for the miss request to be satisfied before it can execute more instructions. For the 

sake of simplicity, we assume that context switches happen only at private cache misses and we 

ignore thread-switching cycles and the associated power overhead. Generally, as the number of 

threads allocated over a core increases their miss rates also increase due to the sharing effect. In this 

paper, for the sake of simplicity, we assume that sharing does not affect the miss rates of the 

threads. This assumption is reasonable in cases where the entire footprints of the threads are located 

on the private cache and thus hold for a relatively small number of threads per core. In order to 

quantify the validity range of this assumption, for each of the benchmarks presented in  [16] we 

simulated a single thread for, measured its miss rate versus cache size by “pin tool” and obtained its 

footprint size. Our results show that blackscholes has footprint of 3kB, fluidanimate 7kB and 

freqmine 8kB. Therefore, such benchmarks satisfy our assumption. Future work will address the 

case where the cache sharing effect cannot be ignored. 

 

 
Fig. 2- A single threaded core (a) vs. multi threaded core (b,c). Saturation of the core(c). 
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Coarse-grain multi-threaded cores utilize cache access time by running other threads, which 

increase the overall system power efficiency (Fig. 2(b-c)). Fig. 2(b) presents that while thread 1 is 

waiting for its cache response, other (N-1) threads are executed, and the total idle period decreases 

compared to Fig. 2(a). Fig. 2(c) presents the case where thread 1 cannot be executed immediately 

when its cache response arrives, because other (M-1) threads didn't finish their execution. This case 

is denoted as saturation of the core. 

Under the assumption that a context switch happens only at private cache misses, when threads with 

different cache miss rates run in a multi-threaded core, a cache response may arrive while another 

thread is still running, therefore the thread waits for its execution until the core becomes available. 

Assuming (with no loss of generality) that thread 1 has the largest value �� among all threads, we 

prove in Appendix A that the execution order of the threads eventually reach a periodic steady state, 

in which thread 1 runs first and all the other threads run after it with no gaps (see Fig. 3(a)). In the 

steady state, if the core is not saturated, then thread 1 runs immediately after its cache response 

arrives, and any other thread has to wait for its execution although its cache response has already 

arrived. 

We define Δ � max���������, as the largest value of �� among all N threads are executed by the 

core. Therefore, in the unsaturated steady state, the time between executions of any thread j is ��� � �. Core saturation happens when thread 1 has to wait for execution after its cache response 

arrives. Therefore, saturation threshold is defined as ��� !�� � ��� � Δ. Fig. 3(b) presents the 

saturation threshold case. In saturation, the time between executions of thread j is ∑ #��$� , and it 

exceeds ��� !��
.  

 
Fig. 3 – (a) Steady state and time between each thread executions, (b) saturation threshold case 

 

We define the performance of thread j in core c to be its useful execution time percentage out of the 

achievable IPC (Instructions per Clock) and the utilization of core c, %��, which is defined as the 

busy time percentage of the core. Therefore, 

Thread�Performane�. � / 01!2345�6 ; ∑ �88 9 ��� !��
01∑ 0:: ; ∑ �88 ; ��� !��< (2.1) 

 

%�� � =∑ 0::!2345�6 ; ∑ �88 9 ��� !��
1 ;∑ �88 ; ��� !��> 

 

(2.2) 

The utilization of a saturated core is 1.   

The power consumption of core c depends on its utilization, such as: 
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CorePower�. � A%��B �!CDE�� � #1 F %��$BCGHE�� ; 0 J %�� 9 10 ;  %�� � 0 K  (2.3) 

B �!CDE is the power consumption of a fully utilized core. (B �!CDE depends on its core voltage 

supply, clock frequency and effective dynamic capacitance). In our model we also take into account 

a possibly lower idle power consumption, BCGHE, that may results from power saving mechanisms in 

the processor during the idle time, such as clock gating  [14]. We assume that when the core has no 

active threads (i.e. its utilization equals zero) it is shut down (or switched into sleep mode) so its 

power consumption becomes zero. Therefore, the motivation of the algorithm for thread allocation 

is to shut down as many cores as possible by properly utilizing all other cores in order to maximize 

the performance/power metric.  

Our example for a NoC based CMP is depicted in Fig. 1. The system has several cores with 

different distances from the shared cache (1-3 hops away from the shared cache in the example of 

Fig. 1). The distance from a core to the shared cache affects the value of  ���, the number of cycles 

required to obtain a response from the shared cache. Assuming that each hop has a constant latency 

denoted by L, we get: ��� � �� �2E � ���L M ��� !�� � ��� � Δ � �� �2E � ���L � Δ  (2.4) 

Where, ��� is the number of NoC hops from core c to the shared cache. Fig. 4 presents the 

performance per thread and core utilization as function of number of threads running in the core, for 

different hops distances from the shared cache. In this example we assume that the threads are 

symmetric (i.e., have the same cache miss rate (�� � � , OP). 
The performance increases as the hop distance decreases, since the time to satisfy cache misses 

increases with hop distances from the cores to the shared cache #���$. In addition, a core which is 

closer to the shared cache has a lower saturation threshold. There are cases where a saturated core 

has better performance than a non-saturated core. For example, the 1 hop distant core with 3 threads 

has a better performance than a 2 hop distance core with the same number of threads although it is 

saturated. 

 

 
    Fig. 4 – Performance of each thread and Core Utilization vs. Number of threads 

τ =25τ =25τ =25τ =25 Cycles. QRSRTU=10 Cycles. Cache miss rate=4%. 

 

Our definition of the tradeoff between throughput (performance) and consumed power follows 

common definitions used in the field of logic circuit design. If E is the energy and � is the delay, 

Burd and Brodersen  [11] introduce the V · � and V · �X metrics, suggested for fixed-throughput 

application (e.g.: speech, video…) and maximum-throughput applications, respectively. P´enzes 

and Martin  [12] extended these two metrics to the general metric V · �Y, where Z is made larger as 

the performance becomes more significant.  

The most general performance/power ratio metric is: [\]^_`a^ b^_cd_e`f.^ghdfije^k bdl^_m n (2.5) 
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Given a CMP with M cores and N threads, our goal is to find the optimal threads allocations which 

allocate each thread j to core c such that the given performance/power metric is maximized. It can 

be easily shown that in the case o ; Z, the optimal allocation is to allocate all threads in a single 

core. Therefore, similar to  [12], we use the performance/power metric with o � 1 and Z p 1, and 

we define it by PPM � [\]^_`a^ b^_cd_e`f.^ghdfije^k bdl^_ n. 

3 Problems Statements and Allocation Algorithms  

3.1 The Single Application Problem 

We introduce the single application thread allocation problem, where a single multithreaded 

application is executed by a CMP with M cores (each with a private cache) and a shared cache.  The 

essence of the problem is how to allocate threads to cores, in order to optimize PPM. 

For example, allocating all the threads to one of the cores and shutting down all other cores would 

result in low power but very low performance. In contrast to this, distributing threads to all of the 

cores in the system may be too wasteful in power and might incur unnecessary communication 

delays.  

 

The Single Application Problem Formulation: 
 

Given: A CMP with M identical cores and a shared-cache, which executes an application with N 

symmetric threads ��� � � , OP).
 
��� is the hop distance between core c and the shared cache. 

Find: Optimal thread allocation, r��  
the number of threads are executed by core c. 

 

Which: maximizes PPM � [\]^_`a^ b^_cd_e`f.^ghdfije^k bdl^_ n  
 

Subject to: ∑ r�� � st�u� ; r�� p 0. 
 

Where: α p 1 

Average Performance �  {|r�� · ThreadPerformance�.s }t
�u�    

                  (Thread Performance�. depicted on equation (3.2)) 

 

Consumed Power �{Core Power�.�
.u� � { [%�� · B �!CDE�� n � #1 F %��$ · BCGHE��

�:��6��  

 

 
Fig. 5 - Example of The Single Application Problem 
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With the assumptions above, the saturation threshold of core c and the performance of each thread j 

running in core c can be written as: 

��� !�� � �� �2E � ���L � �  (3.1) Thread Performane�. � / 0!2345�6 ; r�� 9 !2345�600��60 ; r�� ; !2345�60
< 

 

(3.2) 

Where r�� indicates the number of threads in core c. 

When r�� J !2345�60 , the core can execute more threads without performance reduction. 

When r�� p !2345�60 , the core is saturated and achieves its maximum total performance.  

The core utilization %�� is calculated by:  
 

 

 

 

 
Our goal is to develop a low overhead and efficient algorithm for the single application problem. 

Since the algorithm is directed by the saturation threshold, we call it iterative threshold algorithm 

(ITA). ITA results in the (discrete) number of threads that need to be executed by each core.  

To that end, for simplicity, we first assume that r�� is a continuous variable. The continuous 

formulation is not realistic, as threads cannot be split. However, it leads to an intuitive formulation 

and solution that serves as a good approximation for large numbers of cores and threads. Hence the 

intermediate algorithm is entitled Continuous ITA (CITA). Of course, CITA results should be 

discretized in order to get the ITA results. 

We define a Distance Core Cluster (in short, a cluster) of distance d, noted as �G, to be the group of 

all cores located d hops from the shared cache (.i.e., ΩG � �������� � ��). The number of cores in �G is |�G|. The algorithm starts to allocate threads in cores which belong to the closest cluster (i.e., 

smallest d) in the first iteration, continues to allocate threads to the closest unallocated clusters in 

each iteration till the furthest cluster (i.e., biggest d) in the last iteration. This is because the 

performance of cores which are closer to the shared cache is higher than the performance of the 

distant cores. In each iteration, the algorithm allocates threads to a core only if its final utilization 

exceeds a minimum value, which is determined according to the problem parameters. We term this 

minimum utilization value as MU. 

The need for such a minimum utilization value stems from the following reasoning: When a core is 

brought to operation it causes an increase in the power consumption by at least BCGHE (see equation 

(2.3)), which leads to a reduction of the PPM. Therefore, an appropriate matching increase in the 

performance is required in order to compensate for this reduction. In Appendix B, we present that 

the required increase of performance is achieved when the core utilization reaches the value MU, 

which depends on m (the number of cores which are already operating). The value of MU which 

justifies operating the (m+1)th core is calculated by equating the loss and the gain in PPM, yielding 

the expression  MU � [ ��465���������n · �B �!CDE [����t���� F�n F BCGHE� (3.4) 

MU can be approximated by: MU � ������Y���465���������  (3.5) 

It can be seen in equation (3.1) that ��� !��  
is the same for all cores which belong to �G  cluster, Since 

all these cores have the same MU value, the number of threads which achieve MU is the same too, 

and it takes the value MU · !2345�60  (3.6)  
  

 

 

η�� � /��60!2345�6 ; r�� 9 !2345�601 ; r�� ; !2345�60
< (3.3) 
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CITA for the single application allocation problem 

 

In each iteration d, the algorithm calculates, �, number of cores  �� � ΩG that can execute ��� !�� /� 

threads each (Line 5). The following three cases are possible. In the first case, there are too many 

threads to allocate in the current cluster �� p |�G|, therefore, each core �� � ΩG in the current 

cluster executes ��� !�� /� threads (Lines 12-13), if it is not the last cluster, the remaining threads will 

be handled in the next iteration, except the last cluster case, then the remaining threads can be 

allocated in any selected cores (Lines 9-10). Second, some of the current cluster cores �� � ΩG 
execute ��� !�� /� threads each �0 J � J |�G|. If the number of remaining threads is more than 

 (1) MU=Minimum Utilization. 

 (2) L=N 

 (3) d= first Distance Core Cluster d. 

 (4) While (L>0) 

 

(5)      Y � ¡ ¢·£¤¥¦§¨�© ª , c � Ωk  - Number of cores in Ωk that execute thi`¤�. δ⁄  threads each.  

 (6)    Switch X � min�|Ωk|, Y�  

 (7)  Case X � |Ωk| : 
 (8)   if (d is last Distance Core Cluster) 

 (9)    Each Core in Ωk executes thi`¤�. δ⁄  threads. The remaining threads,  ¯ F |Ωk| · thi`¤�. δ⁄   may be allocated in any selected cores. 

 (10)    L=0 

 (11)    else 

 (12)    Each Core in Ωk executes thi`¤�. δ⁄  threads. 

 (13)    ¯ � ¯ F |Ωk| · thi`¤�. δ⁄    
 (14)   end if 

 (15)  Case  X=Y>0:  

 (16)   if |¯ F °!2345�60 ± · ² J ³´ · °!2345�60 ±}    
 (17)    Y cores from Ωk execute at least thi`¤�. δ⁄  threads each. 

 (18)    ¯ � ¯ F Y · thi`¤�. δ⁄    
 (19)    else  

 (20)    Any allocation such as Y+1 cores from Ωk execute at least  MU · �thi`¤�. δ  µ and at most thi`¤�. δ⁄  threads each. 

 (21)    L=0 

 (22)   end if 

 (23)  Case  X=0:  

 (24)   if [¯ p ³´ · �thi`¤�. δµ n 

 (25)    One core from Ωk executes L threads. 

 (26)    elseif (d is first Distance Core Cluster)  

 (27)    One core from Ωk executes the L threads  

 (28)    else  

 (29)    The threads may be allocated in any selected cores of Distance Core  

Clusters lower than d. 

 (30)   end if 

 (31)   L=0  

 (32)  end switch 

 (33)  d=next Distance Core Cluster d. 

 (34)end while 
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MU · ��� !�� /�, all the threads are allocated in � � 1 cores of the current cluster, such as each core 

executes at least MU · ��� !�� /� and at most ��� !�� /� and threads (Line 20). If not, the remaining 

threads are allocated in the next iteration (Lines 17-18). Third, there are small numbers of threads 

such that no core �� � ΩG of the current cluster can execute ��� !�� /� threads �� � 0. If the 

number of threads is above MU · ��� !�� /� or it's the first iteration, the threads are allocated over a 

single core of the current cluster (Lines 25-27). If not, the threads may be allocated in any selected 

cores from clusters which are closer to the cache than the current one (Line 29).  

 

3.2 The Multiple Applications Problem 

The following introduces the multiple applications thread allocation problem: 
 

Multiple Applications Problem Formulation: 
 

Given: A CMP with M cores and a shared-cache, which execute P multi-threaded applications with sC �1 9 ¶ 9 B symmetric threads in each application, respectively (i.e., the threads of application i 

have a constant number of cycles between private cache misses, �C). The hop distance between core 

c and the shared cache is ���. 
Find: Optimal allocation of threads to cores, rC�� the number of threads of application i are 

executed by core c. 

Which: maximizes PPM � [\]^_`a^ b^_cd_e`f.^ghdfije^k bdl^_ n 

 

Subject to: ∑ rC�� � sC  , rC�� p 0 , 1 9 � 9 ³, 1 9 ¶ 9 B.t�u�  
    

Where: α p 1 

Average Performance � ∑ ∑ [rC�� · Thread·Performance�.nt�u��Cu� ∑ sC�Cu�  

            (Thread·Performance�. depicted on equation (3.8)) 
 Consumed Power � { [%�� · B �!CDE�� n � #1 F %��$ · BCGHE��

�:∑ ���6�̧¹º  ��  

  
The saturation threshold, thread performance and utilization for each core c in this case are:  ��� !�� � �� �2E � ���L �max� »��¼r��� ½ 0¾ (3.7) 

Thread·Performane�. � = 0�!2345�6 ; ∑ [r�����n��u� 9 ��� !��
0���6·0 ; ∑ [r�����n��u� ; ��� !��>  (3.8) 

%�� � /∑ �1�6011̧¹º!2345�6 ; ∑ [r�����n��u� 9 ��� !��
1 ;∑ [r�����n��u� ; ��� !��<  (3.9) 

As in the single application case, we first use the continuous thread allocation approximation. In 

Appendix B we calculate the minimum required utilization in order to justify operation of a core, 

MU, in a similar way as in the single application problem. 

Unlike CITA for a single application, which is based on the fact that ��� !��
 is the same for all cores � � ΩG, in the multiple-application problem, ��� !��

 depend both on the hop distance to the shared 

cache and on the application with the lowest cache miss rate allocated in core c [max� »��¼r��� ½ 0¾n. Therefore, in each iteration, CITA for the multiple applications problem 
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allocates threads in a single core unlike CITA for the single application which allocates threads 

simultaneously in all cores of cluster d. The solution space of the multiple application allocation 

problem is very large and increases exponentially with M, P and sC. It can be shown that the 

optimization problem is not convex. CITA allocates applications according to their cache miss rate 

such that applications with a high miss rate are allocated to cores which are close to the cache. The 

algorithm allocates threads core by core, starting from the cores which are closest to the cache. 

Once a core is saturated, another core is assigned only if its utilization would be at least MU. 

 

 

 
CITA for multiple application allocation 

 

 

 

 

 

 

 

 

(1)  Core=1; Application=1 // Core & Application index 

(2)  ¿À����C ; 1≤ i ≤P // Sort from the higher cache miss (i=1) rate to the lowest (i=P) 

(3)  Li=Ni ; 1≤ i ≤P  

(4) load � ∑ sC�C�Cu�                 

(5) Calculate MU 

(6) while (load>0) 

(7)  ��� ! � �� �2E � ��ÂÃÄEL � �ÅÆÆHC� !CÃ� /* Calculate the saturation threshold of current  

      core according to the current application. */  
(8) if (Core<M) 

(9)  ��� !,� Ç � �� �2E � ��ÂÃÄE��L � max��C����C� 
(10)  end if 

(11)  if �¯C�C � ∑ rC�ÂÃÄE�C p ��� ! �Cu� /* Does the current application threads achieve   

         saturation in the current core? */ 

(12)       ¯ÅÆÆHC� !CÃ� � ¯ÅÆÆHC� !CÃ� F °��� ! F ∑ ���ÈÉÊ�0��̧¹º0ËÌÌ��645�ÉÍ ± // Allocate threads of current  

(13)            rÅÆÆHC� !CÃ��ÂÃÄE � ��� ! F ∑ ���ÈÉÊ�0��̧¹º0ËÌÌ��645�ÉÍ               /* application such that the current  

                                                                                                          core is saturated. */ 

(14)        if °ÎÀ�Ï J ³ & ∑ Ð�0��̧¹º!2345,Ñ4Ò p ³´±   /* Does the remaining threads achieve MU in the  

 next  core ? */ 
(15)  Core=Core+1 // If yes, Increment the core index. 

(16)  else 

(17)  rC�ÂÃÄE � rC�ÂÃÄE � LC ; O¶: ¯C ½ 0 /* If not, the current core is over saturated and  

(18)                      ¯C � 0 ; O¶            executes all the remaining threads.*/ 

(19)        end if 

(20)  else  

(21)        rÅÆÆHC� !CÃ��ÂÃÄE � ¯ÅÆÆHC� !CÃ� // Allocate all current application on the current core. 

(22)                   ¯ÅÆÆHC� !CÃ� � 0 

(23)                   ÔÕÕÖ¶�×�¶Àr � ÔÕÕÖ¶�×�¶Àr � 1 

(24)  end if 

(25)  load � ∑ sC�C�Cu�   

(26) end while 
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As mentioned, CITA produces a continuous rC��, which is not a final solution to our thread 

allocation problem, as threads cannot be split. Therefore we need to convert every vector allocation 

of application i,  rC��, to a discrete vector. This process converts the CITA results to the ITA results. 

We propose an example of a method to convert the CITA results into a discrete allocation (i.e., 

ITA) by the following iterative discretization method, the method result example denoted by �C��. O¶:  �C�� � round[rC��n ,�C�� � round[round[∑ rC�8�8u� n F ∑ �C�8���8u� n ; 2 9 � 9 ³  (3.10) 

The iterative algorithm above starts from the first core and in every iteration it produces the discrete 

value of the threads are executed by the next core, it equals to rounded value of the accumulated 

error between the continuous and the discrete vectors, as described in equation (3.10). This method 

is used for histogram specification  [15]. Of course, there are more methods which can used in order 

to convert the CITA results into the ITA results. 

4 Numerical Results   

4.1 Single Application Results  

Fig. 6 presents several results of CITA and ITA (i.e., discretization of CITA results) for different 

numbers of threads in a single application problem. The CMP in this example includes three cores 

with 1, 2 and 3 hop distances to the shared cache, respectively, BCGHE and B �!CDE values were 

selected to be in the range of PowerPC440 and MIPS power consumption specifications. It can be 

seen that when there are 6 or 11 threads to allocate (Fig. 6(a,c)), the CITA results do not conform to 

discrete values and the final results are derived by finding discrete allocations close to the CITA 

results. In both cases the discrete allocations are within 2-4% from the CITA results. The 

discretized results for all cases are also the optimal allocation (as computed by an exhaustive 

evaluation of all possible allocations). In the 9 thread case (Fig. 6(b)) the CITA, ITA and exhaustive 

search results are identical (and optimal). Note that in this case although the first two cores are 

saturated, the third core is shut down, because there are not enough threads to execute at least MU · ��� !�Ù/� by it, while the first two cores executed ��� !��/� and ��� !�X/� respectively. 

 

 

 
Fig. 6 - Single Application Results Example 
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4.2 Two Cores and Two Applications Results  
 

 
Fig. 7 - 2 Cores and 2 Applications Example 

 

Fig. 7(a) presents the PPM value for a variable number of threads in the first core, for the case of 

two cores and two applications. The ITA results described in Fig. 7(b), Threads of application 1 

(that has a higher cache miss rate) are allocated to the core that is closer to the cache until this core 

is saturated. The remaining threads are allocated to the second core as its utilization is higher than 

MU.  

4.3 Multiple Applications Results  

In order to evaluate our multiple-application solution, we compare CITA results and run-time with 

several general-purpose optimization algorithms. The optimization algorithms used are: a 

constrained nonlinear optimization, a pattern search algorithm and a genetic algorithm (all included 

in Matlab library). The optimizations algorithms were also executed for the continuous version of 

the problem and were not discretisized. 

Table 1 presents the ratio between the results of CITA and the best result among all the 

optimization algorithms mentioned above, for all cases in the range of 2-8 cores and 2-8 

applications. Each case was executed for 200 random instances of the problem and in each case the 

CMP and application parameters were selected according to the distributions included in Table 1.  

On average, CITA outperforms the best optimization algorithms by 5%.  

 

 �� �2E~´�10,30, L~´�10,40, ���~´�1,8, �C~´�1,40,sC~´�1,25, Z~´�1,6  B �!CDE � 500�à,BCGHE � 200�à  

Table 1 – Mean and Standard Deviation of ááâãäQå/æçè�ááâéêëìíìîSëìéï íUëTéðñ�  
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Fig. 8 demonstrates by an example the efficiency and the low computational overhead of CITA. For 

a CMP with 8 cores and 4 applications, we calculated the allocation using CITA, a constrained 

nonlinear optimization, a pattern search algorithm and a genetic algorithm and compared them to a 

naïve approach which obtains a uniform utilization of the cores. CITA achieves the highest PPM 

percentage improvement relative to the naïve approach, with the fastest execution time. 

 
Fig. 8 – (a) Legend: C- Constrained Nonlinear Optimization Result, P- Pattern Search Result 

 

Fig. 8(a) presents the allocation results and cores utilizations according to the constrained nonlinear 

optimization and pattern search algorithm. The genetic algorithm allocation result allocates all 

applications to execute in the first core. Fig. 8(b) presents the allocation results and cores 

utilizations according to CITA, where application 1 which has the highest cache miss rate is 

allocated to the core closest to the shared cache and application 4 which has the lowest cache miss 

rate is allocated to the remote core. Fig. 8(d) presents the PPM improvement relative to the naïve 

approach, and the number of execution lines required for the allocation calculation in Matlab 

workspace. It can be seen that CITA achieves the highest improvement relative to the naïve 

approach with the lowest lines of execution. 

4.4 Discretization Results  

ITA results are drived by the discretization of CITA results. We use the discretization method 

described by equation (3.10). Table 2 presents the ratio between ITA results  and CITA results, for 

all cases in the range of 2-8 cores and 2-8 applications. Each case was executed for 10,000 random 

instances of the problem and in each case the CMP and application parameters were selected 

according to the distributions included in Table 2. On average, discretization of CITA results 

reduces the value by 5%. 
 

 �� �2E~´�10,30, L~´�10,40, ���~´�1,8, �C~´�1,40,sC~´�1,25, Z~´�1,6  B �!CDE � 500�à,BCGHE � 200�à  

Table 2 - Mean and Standard Deviation of òòóôõö/òòó÷ôõö 
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Fig. 9(a) and Fig. 9(b) present an example of CITA and Constrained Nonlinear optimization 

algorithm result discretization respectively. Fig. 9(d) presents the CITA improvement relative to the 

optimization algorithms continuous results and also the ITA improvement relative to the 

optimization algorithms discrete results. The relative improvement doesn`t decrement by much due 

to the discretization and offers a realistic and efficient thread allocation.  
 

 
Fig. 9 – Example of results discretization 

(a,b) Legend: C-Continuous Result, D-Discretization of the continuous Result  

5  Conclusion  

Assignment of threads to cores in a CMP according to desired performance/power tradeoffs was 

accomplished by a computationally-efficient algorithm (ITA) which achieves close to optimal 

results. ITA is guided by the characteristics of the problem, such as core saturation threshold, core 

idle power, NoC hop delay, and the relative importance of performance versus power. The simple 

approach derived in this paper can be extended in several ways for implementation in practical 

CMP systems.  
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Appendix A – Proof of execution order in steady state  

 
Assume that threads 1,..,n are executed by a core, and �� ; �C   O¶ � 2,… , r ; � ; ∑ �C�CuX . Where �� 
is the number of core cycles between private cache misses for thread j. (i.e. �� � 1 ��� � m. r�⁄ , 

where �� is the ratio of memory access instructions and m. r� is the cache miss rate for thread j). 

We define an Execution Period as the time from start of thread 1 execution till next start of thread 1 

execution. An Execution Period is proper if all threads 1,..,n are executed during this Execution 

Period. 

We define ùC as the idle time between the executions of thread i and thread i+1 at the current 

Execution Period. Similarly, we define ùCú as the idle time between thread i and thread i+1  at the 

next Execution Period. 

 
 

We assume that each thread j executes useful instructions for �� cycles until it suffers a private 

cache miss. After T cycles the cache answer returns. When a thread receives the cache answer it 

will be scheduled immediately after all threads that were scheduled before it. 

 

Lemma 1: 

Assume that threads 1,..,n are executed by a core, and �� ; �C   O¶ � 2,… , r ; � ; ∑ �C�CuX . 

For any given proper Execution Period, thread 1 is executed again after � � �� cycles and the rest 

of threads are executed again after � � �� cycles or less. Consequently, the next Execution Period is 

proper as well. 

 

Proof: 

Given � ; ∑ �C�CuX  and that the current Execution Period is proper then from definition, thread 1 is 

executed after � � �� cycles. 

 
The proof for threads 2,…,n is by induction. 

 

The base of the induction is thread 2. If thread 2 is executed immediately after it receives its cache 

answer, then thread 2 will be executed again after � � �X cycles (which is smaller than � � ��). 

Otherwise, thread 2 waits until thread 1 next execution suffers a cache miss that implies that thread 

2 is executed again after �2�� � � F ��� � ù� � �� � � F ù� 9 �� � �.  
 

In the induction step we need to prove that if the lemma holds for i=m-1 it also holds for i=m. 

Similarly to the base case, if thread m is executed immediately after it receives its cache answer, 

then thread m is executed after � � �� cycles �J � � ��. Otherwise, thread m waits for execution 

until thread m-1 next execution suffers a cache miss, therefore thread m will be executed again after ��� � �� � � � ���� F ��� � ���� � ù��� � �� � � F ù��� 9 � � ��  
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Since thread 1 is executed again after � � �� cycles and each other thread is executed again after � � �� cycles or less, if the current Execution Period is proper then the next Execution Period is 

proper too. 

 

Lemma 2: 

Assume that threads 1,..,n are executed by a core, and �� ; �C   O¶ � 2,… , r ; � ; ∑ �C�CuX , then, for 

any × 9 r F 1, if  O¶: 1 9 ¶ 9 × 9 r F 1  ùC � 0 at the current proper Execution Period then at the 

next Execution Period O¶: 1 9 ¶ 9 × 9 r F 1  ùCú=0. 

  

Proof: 

By induction on a. The base for the induction is a=1, ù�=0. 

 
We show that the cache answer of the second thread at the next Execution Period arrives after the 

start of the next execution of the first thread but before the end of its execution. Therefore the 

execution of the second thread cannot precede the execution of the first thread and will start 

immediately after it ends. Subtracting the time of the cache miss of thread 1 at the next Execution 

Period from the time of cache answer for thread 2 at the next Execution Period results in:  ��X � �� � � F ��� � � � �� � �X F �� J 0.  
Consequently, at the next Execution Period, thread 2 cache answer arrives before thread 1 suffers a 

cache miss. Therefore, Thread 2 is executed immediately after thread 1 cache miss, therefore ùCú=0. 

 

In the induction step we need to prove that if the lemma holds for a=m-1 it also holds for a=m. 

If ùCú=0 for 1 9 ¶ 9 � 9 r F 1, ù� � û � ù�=0, by the induction hypothesis we can conclude that ù�ú � û � ù���ú =0. 
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Subtracting the time of the cache miss of thread m at the next Execution Period from the time of 

cache answer for thread m+1 at the next Execution Period results in:  

 

ü{ �8 � ����
8u� ý F ü�� � � �{�8�

8u� ý � ���� F �� J 0   
 

Consequently, at the next Execution Period, thread m+1 cache answer arrives before thread m cache 

miss. Therefore, thread m+1 is executed immediately after thread m cache miss, therefore we get: ù�ú =0. 

 

Lemma 3: 

Assume that threads 1,..,n is executed by a core, and �� ; �C   O¶ � 2,… , r ; � ; ∑ �C�CuX .  
Assume that at the current proper Execution Period þ¶ such that 1 9 ¶ 9 r F 1 � ùC ½ 0. 
Define � � min��C�����¶|ùC ½ 0�. Then, ù�ú � ù� Fmin�ù� , �� F �����. In other words, ù� the 

current idle period between thread K to thread K+1, will be decreased at the next Execution Period 

by min�ù� , �� F �����. 
 

Proof: 

From Lemma 1 it is clear that ùCú � 0 � 1 9 ¶ J �. We turn to calculate ù�ú . 

 
By subtracting the time of the cache answer for thread K+1 at the next Execution Period from the 

time of the cache miss of thread K at the next Execution Period, we get:  
 

ù�ú � ü{�C � ù� � ���� � ��

Cu� ý F ü�� � � �{�C�

Cu� ý � max �ù� � ����� F �����������
	� , 0
 

 

If at the next Execution Period thread K+1 cache answer arrives before thread K cache miss  ù�ú = 0. Therefore, ù�ú  decrease at the next Execution Period by min�ù� , �� F �����. 
 

Lemma 4: 

Assume that threads 1,..,n are executed by a core, and �� ; �C   O¶ � 2,… , r ; � ; ∑ �C�CuX . If at the 

current Execution Period þ¶ such that 1 9 ¶ 9 r F 1 � ùC ½ 0, and define � � min��C�����¶|ùC ½ 0�, then ù�, the idle period between the executions of thread K and thread 

K+1 becomes zero after a finite number of Execution Periods. 

 

Proof: 

According to Lemma 3, ù�  decreases by min�ù� , �� F �����. Therefore, ù� decreases to zero after 

� �0º�0�º� Execution Periods. 
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Theorem 1: 

Assume that threads 1,..,n are executed by a core, and �� ; �C   O¶ � 2,… , r ; � ; ∑ �C�CuX . 

Given a proper Execution Period, then after a finite number of Execution Periods, for all i,  1 9 ¶ 9 r F 1 , ùC � 0, and each thread is executed every � � �� cycles. 

 

Proof:  
Following lemmas 2, 3, and 4. 

 

Given a proper Execution Period, then after a finite number of Execution Periods, the Execution 

Period looks the following: 

 ù� � ��� � � F ü{�C�
Cu� ý � � F{�C�

CuX ; 0 

 

By subtracting the time of the cache answer of thread 1 at the next Execution Period from the time 

of cache miss for thread n at the next Execution Period, we get:  
 ù�ú � 2��� � � F ü�� � � �{�C�

Cu� ý � � F{�C ; 0�
CuX  

 

Therefore, ùC � ùCú for 1 9 ¶ 9 r, and it is a steady state. 

In steady state thread 1 is executed every � � ��, and threads j in the range 2…n is executed every: #�� � � � ∑ �C���Cu� $ F #∑ �C���Cu� $ � � � ��, also. 
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Appendix B – Minimum Utilization (MU) Calculation  
 

The MU calculation is conducted by the following methodology. When a core is brought into 

operation it causes a minimal increase of BCGHE in the power consumption (see equation (2.3)) that 

results in a reduction of the PPM. Therefore, in order to justify this new core operation 

an appropriate minimal increase in the performance metric is required.  

In order to compute MU, we compare the PPM value of two cases. The two cases are either m over-

saturated cores (where the over saturation is MU divided by m) or m saturated cores in exactly the 

saturation threshold and the (m+1)th core utilization equals MU. 

This results in the following equation. 

[ Ñ�����¨ �� ����§�¦n��·�465��������������bb� dc ¤¥^ �·_i¤ .`i^:¤¥_^`ki `_^ ^�^.j¤^k �� e i`¤j_`¤^k .d_^i
� [ Ñ�� �����¨ �� ����§�¦n��·�465������465���������·t����������������������������bb� dc ¤¥^ i^.dfk .`i^:e .d_^i ·f ^�`.¤� ¤¥^ ¤¥_^i¥d!k i`¤j_`¤·df `fk ¤¥^ �e��¤¥ .d_^ j¤·!·"`¤·df ^#j`!i �$

  

(4.1) 

M MU � [ ��465���������n · �B �!CDE [����t���� F�n F BCGHE� (4.2) 

 

Using Taylor series approximation, we get: �� �MUY � �Y � Z�Y��MU� %�MUX 

and finally: MU � ������Y���465���������  (4.3) 

 
Fig. 10 presents the results of solving equation (4.2) for different values of m (1-15) and  Z (1-11). The MU values changes by no more than 5% as m increases. Therefore, the approximated 

MU of equation (4.3) is sufficient and offers a fast calculation alternative for decreasing the 

allocation algorithm overhead.  As Z increases, the weight of the performance metric increases that 

in turn decreases the value of MU (see equation (4.3)). This means that the algorithm brings cores 

into operation at a lower utilization and therefore increases the performance at the expense of 

increasing the power (Fig. 11)  

 

 
Fig. 10 –MU for different α values (1-11) vs. m 

 
Fig. 11 – MU versus α 
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Fig. 12 - PPM for 2 options using two cores 

 

Fig. 12 presents the PPM of the two cases in a CMP with two cores (c and c`) and symmetric 

threads. The steep drop in the PPM value in ��� !��ú/� is due to the increase of power by BCGHE (i.e. 

turning on the second core) and also due to the performance differences in the case of different 

cores (see also Fig. 4).  

When the second core utilization equals to MU, the PPM values of the two cases are equals. 

Therefore, the second core is brought to operation only if its utilization is at least MU. 

 

 

 

 




