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Abstract—We study the tradeoffs between Many-Core machines like Intel’s Larrabee and Many-
Thread machines like Nvidia and AMD GPGPUs. We define a unified model describing a 
superposition of the two architectures, and use it to identify operation zones for which each machine 
is more suitable. Moreover, we identify an intermediate zone in which both machines deliver inferior 
performance. We study the shape of this “performance valley” and provide insights on how it can be 
avoided.  

 
 

1 INTRODUCTION 

As chip multiprocessors are rapidly taking over the computing world, we see the evolution of such 

chips progressing along two separate paths. At one end of the spectrum, general purpose uni-

processors have evolved into dual- and quad-cores, and are set to continue this trajectory to dozens of 

cores on-chip. Such machines follow the legacy of single cores in using caches to mask the latency of 

memory access and reduce out of die bandwidth, and typically dedicate a significant portion of the 

chip to caches. We call these Many-Core (MC) machines. Intel’s Larrabee  [8] is a prominent example of 

this approach. At the same time, processor engines that can run numerous simple threads concur-

rently, which were traditionally used for graphics and media applications, are now evolving to allow 

general-purpose usage (a trend called GPGPU  [10]). The latter usually do not employ caches, and in-

stead use thread level parallelism to mask memory latency, by running other threads when some are 

stalled, waiting for memory.  We refer to these as Many-Thread (MT) machines. Examples of such ma-

chines are the current  GPGPUs of Nvidia and AMD.   

To date, the tradeoffs (and even the boundaries) between these approaches are not well formalized. 

Such formalization and understandings are, nevertheless, essential for processor architects, who need 

insights on how to improve their machine's performance on a broad range of workloads. In this pa-

per, we take a step towards understanding the tradeoffs between MC and MT machines, and the do-
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