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Abstract

This paper studies expurgated random-coding bounds and exponents with a given (possibly suboptimal) decoding

rule. Variations of Gallager’s analysis are presented, yielding new asymptotic and non-asymptotic bounds on the error

probability for an arbitrary codeword distribution. A simple non-asymptotic bound is shown to attain an exponent which

coincides with that of Csiszár and Körner for discrete alphabets, while also remaining valid for continuous alphabets.

The method of type class enumeration is studied for both discrete and continuous alphabets, and it is shown that this

approach yields improved exponents for some codeword distributions. A refined analysis of expurgated i.i.d. random

coding is given which yields an exponent with a O
(

1
√

n

)

prefactor, thus improving on Gallager’s O(1) prefactor.

I. INTRODUCTION

Achievable performance bounds for channel coding are typically obtained by analyzing the average error probability

of an ensemble of codebooks with independently generated codewords. For memoryless channels, random codes with

independent and identically distributed (i.i.d.) symbols achieve the channel capacity [1], characterize the error exponent

of the best code at sufficiently high rates [2, Ch. 5], and provide tight bounds on the finite-length performance [3].

At low rates, the error probability of the best code in the random-coding ensemble can be significantly smaller than

the average. In such cases, better performance bounds are obtained by considering an ensemble in which a subset of

the randomly generated codewords are expurgated from the codebook. In particular, the error exponents resulting from

such techniques are generally higher than the random-coding error exponent at low rates. Existing works exploring such

techniques include those of Gallager [2, Sec. 5.7], Csiszár-Körner-Marton [4], [5, Ex. 10.18] and Csiszár-Körner [6].

The advantages of Gallager’s approach include its simplicity and the fact that the analysis is not restricted to discrete
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