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Abstract

New upper bounds on the relative entropy are derived as a function of the total variation distance.

One bound refines an inequality by Verdú for general probability measures. A second bound improves

the tightness of an inequality by Csiszár and Talata for arbitrary probability measures that are defined on

a common finite set. The latter result is further extended, for probability measures on a finite set, leading

to an upper bound on the Rényi divergence of an arbitrary non-negative order (including ∞) as a function

of the total variation distance. Another lower bound by Verdú on the total variation distance, expressed in

terms of the distribution of the relative information, is tightened and it is attained under some conditions.

The effect of these improvements is exemplified.
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I. INTRODUCTION

Consider two probability measures P and Q defined on a common measurable space (A,F).
The Csiszár-Kemperman-Kullback-Pinsker inequality states that

D(P∥Q) ≥
log e

2
· |P −Q|2 (1)

where

D(P∥Q) = EP

[

log
dP

dQ

]

=

∫

A
dP log

dP

dQ
(2)

designates the relative entropy from P to Q (a.k.a. the Kullback-Leibler divergence), and

|P −Q| = 2 sup
A∈F

∣

∣P (A)−Q(A)
∣

∣ (3)

designates the total variation distance (or L1 distance) between P and Q. One of the implications

of inequality (1) is that convergence in relative entropy implies convergence in total variation

distance. The total variation distance is bounded |P −Q| ≤ 2, in contrast to the relative entropy.

Inequality (1) is a.k.a. Pinsker’s inequality, although the analysis made by Pinsker [15] leads

to a significantly looser bound where log e
2

on the RHS of (1) is replaced by log e
408

(see [25,

Eq. (51)]). Improved and generalized versions of Pinsker’s inequality have been studied in [7],

[8], [9], [14], [18], [24].

For any ε > 0, there exists a pair of probability measures P and Q such that |P−Q| ≤ ε while

D(P∥Q) = ∞. Consequently, a reverse Pinsker inequality which provides an upper bound on

the relative entropy in terms of the total variation distance does not exist in general. Nevertheless,

under some conditions, such inequalities hold [4], [25], [26] (to be addressed later in this section).

If P ≪ Q, the relative information in a ∈ A according to (P,Q) is defined to be

iP∥Q(a) , log
dP

dQ
(a). (4)
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