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Abstract

We consider a Shannon cipher system for memoryless sources, in which distortion is allowed at the legitimate

decoder. The source is compressed using a rate distortion code secured by a shared key, which satisfies a constraint

on the compression rate, as well as a constraint on the exponential rate of the excess-distortion probability at

the legitimate decoder. Secrecy is measured by the exponential rate of the exiguous-distortion probability at the

eavesdropper, rather than by the traditional measure of equivocation. We define the perfect secrecy exponent as the

maximal exiguous-distortion exponent achievable when the key rate is unlimited. Under limited key rate, we prove

that the maximal achievable exiguous-distortion exponent is equal to the minimum between the average key rate

and the perfect secrecy exponent, for a fairly general class of variable key rate codes.
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I. INTRODUCTION

In his seminal paper [1], Shannon has introduced a mathematical framework for secret communication. The

cipher system is considered perfectly secure if the cryptogram and the message are statistically independent, and

so, an eavesdropper does not gain any information when he observes the cryptogram. To achieve secrecy, the sender

and the legitimate recipient share a secret key, which is used to encipher and decipher the message. It is rather

apparent from ordinary compression [2] that a necessary and sufficient condition for perfect secrecy is that the

available key rate is larger than the information rate required to compress the source (the entropy or rate-distortion

function of the source in case of lossless or lossy compression, respectively). Usually, the supply of key bits is a
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