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ABSTRACT

The most demanding tenants of shared clouds require com-

plete isolation from their neighbors, in order to guarantee

that their application performance is not affected by other

tenants. Unfortunately, while shared clouds can offer an op-

tion whereby tenants obtain dedicated servers, they do not

offer any network provisioning service, which would shield

these tenants from network interference.

In this paper, we introduce Links as a Service (LaaS), a

new abstraction for cloud service that provides physical iso-

lation of network links. Each tenant gets an exclusive set of

links forming a virtual fat tree, and is guaranteed to receive

the exact same bandwidth and delay as if it were alone in

the shared cloud. Under simple assumptions, we derive the-

oretical conditions for enabling LaaS without capacity over-

provisioning in fat-trees. New tenants are only admitted in

the network when they can be allocated hosts and links that

maintain these conditions. Using experiments on real clus-

ters as well as simulations with real-life tenant sizes, we

show that LaaS completely avoids the performance degra-

dation caused by traffic from concurrent tenants on shared

links. Compared to mere host isolation, LaaS can improve

the application performance by up to 200%, at the cost of a

10% reduction in the cloud utilization.

1. INTRODUCTION

Many owners of private data centers would like to
move to a shared multi-tenant cloud, which can offer
a reduced cost of ownership and better fault-tolerance.
But it is vital for these tenants that their applications
will will not be affected by other tenants, and will keep
exhibiting the same performance [1–3]. (By perfor-
mance, we refer to the inverse of the total application
run-time, including both the computation and commu-
nication times.)
Unfortunately, distributed applications often suffer

from unpredictable performance when run on a shared
cloud [4, 5]. This unpredictable performance is mainly
caused by two factors: server sharing and network shar-
ing [6–22]. The first factor, server sharing, is easily
addressed by using bare-metal provisioning of servers,
such that each server is allocated to a single tenant [23].

However, the second factor, network sharing, is much
more difficult to address. When network links are
shared by several tenants, network contention can sig-
nificantly worsen the application performance if other
tenant applications consume more network resources,
e.g. if they simply want to benchmark their network or
run a heavy backup [24]. This can of course prove even
worse when other tenants purposely generate adversar-
ial traffic for DoS or side-channel attacks [25].
As detailed in Section 2, current solutions either (a)

require tenants to provide the traffic matrix in ad-
vance, which often proves impractical [11, 21]; (b) pro-
vide enough throughput for any set of admissible traffic
matrices using a hose model, but then fail to provide
a predictable latency that does not depend on other
tenants [4,16]; or (c) attempt to track the current traf-
fic matrix, but then cannot guarantee the same perfor-
mance [14,15,17,19,22].
In Section 3, we establish experimentation and sim-

ulation environments to better understand the impact
of network contention as a function of the number of
tenants and of the cluster size. We show that concur-
rent tenants with similar traffic can degrade MapRe-
duce performance by 25%, and reduce the performance
of scientific computing jobs by up to 65%.
In this paper, we introduce a simple and effective ap-

proach that eliminates any interference in the cloud net-
work. Keeping with the notion that good fences make
good neighbors, we argue that the most demanding ten-
ants should be provided with exclusive access to a sub-
set of the data center links, such that each tenant re-
ceives its own dedicated fat-tree network. We refer to
such a cloud architecture model as Links as a Service
(LaaS). Under the LaaS model, we guarantee that ten-
ants can obtain the exact same bandwidth and delay as
if they were alone in the shared cloud, independently of
the number of additional tenants.
While the LaaS abstraction sounds attractive, Figure

1 illustrates why it can be a challenge to provide it given
any arbitrary set of tenants. First, Fig. 1(a) illustrates
a bare-metal allocation of distinct hosts (servers) to two
tenants that does not satisfy the LaaS abstraction, since
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